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Abstract 

Fractional calculus extends classical calculus to model complex systems with 
memory and hereditary effects. Among its various formulations, the Caputo fractional 
derivative is particularly preferred because it allows initial conditions to be expressed in 
classical terms, making it well-suited for applications in physics and engineering. This 
mathematical framework has been widely applied  in fields such as viscoelasticity, 
control theory, and electro chemistry, providing deeper insights into systems governed by 
non-integer  dynamics. Building on classical numerical methods, we introduce a 
modified two-stage fractional Runge- Kutta (M2sFRK) method designed for fractional-
order dynamical systems. The method is for- mulated using the Caputo derivative to 
ensure compatibility with real-world physical systems.A rigorous mathematical analysis 
is conducted to establish its consistency, convergence, and error bounds, demonstrating 
its accuracy and reliability. By addressing key limitations in existing numerical methods, 
the proposed approach offers a more efficient and precise solution for both linear and 
nonlinear fractional initial value problems. The effectiveness of the method is validated 
through its application to fractional-order systems exhibiting chaotic behavior. Detailed 
analyses and phase diagrams illustrate the system dynamics, highlight
ability to capture the complex behaviors of fractional chaotic systems. By combining 
numerical accuracy with the intricacies of fractional calculus, this work advances 
computational techniques for studying chaotic dynamics in fractional systems. 
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PHYSICS IN DIGITAL IMAGING: FROM FUNDAMENTALS TO CUTTING-EDGE 
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Abstract 

Digital imaging is a transformative technology that integrates physics, computation, and 
engineering to revolutionize fields such as medical diagnostics, surveillance, and 
entertainment. This paper explores the fundamental principles governing digital imaging, 
including optics, pixel resolution, light interaction, and image processing. Additionally, 
advanced applications such as AI-assisted imaging, LiDAR, and quantum imaging are 
discussed. The future of digital imaging is expected to witness breakthroughs in 
computational photography, hyper spectral imaging, and AI-driven enhancement techniques, 
pushing the boundaries of science and technology. 

Keywords Digital imaging, pixel resolution, image processing, AI-driven enhancement 
techniques, hyper spectral imaging. 

Introduction to Digital Imaging 

Digital imaging is the process of capturing visual information using electronic devices 
such as cameras, scanners, and medical imaging systems. Unlike traditional photography, 
which relies on chemical reactions, digital imaging converts light into electrical signals and 
stores them as digital data. The principles of physics, particularly optics and electromagnetic 
theory, play a fundamental role in determining how images are formed and processed. The 
advancement of digital imaging has led to applications across various domains, such as 
medical diagnostics, surveillance, and entertainment, making it an indispensable technology 
in the modern era [1] [2]. 

One of the important technology in digital imaging system is image compression. 
However, this compression approach will reduce its size in bytes with no lowering the 
resolution to an adequate level. There are two kinds of compression methods: lossy and 
lossless.  The lossy image compression will actually reduce the Lossless; it minimizes the 
size of the file by deleting redundant information. Further, the lossless format saves file size 
by deleting irrelevant information. Which illustrates in Fig.1. Mathematical study of 
continuous imagery usually contributes to a straight quadratic composition, which is 
preferable in some cases. In Most visuals' the single value of pixels correlate to a practical 
reaction in real 2-D distance, such as the light frequency acquired at the surface of an image 
of the sensor or the ultrasonic strength at a transceivers.. 
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Fig.1 Lossless and Lossy compression 

Image Formation and Optics 

  The physics of optics governs how images are captured and formed. Lenses, 
apertures, and sensors work together to focus light and generate images with clarity and 
depth. In broadly, spherical contact lenses come in two varieties.  Convex lenses are made by 
combining 2 circular surfaces that bulge outwardly, whereas concave frames develop by 
connecting two cylindrical areas that curve inwardly. This represents one of the primary 
distinctions among curved and hollow lenses.  Convex lenses frequently referred as gathering 
lenses because the rays that fall on them converge.  Concave glasses are termed as diverging 
lenses because the rays divergence after passing through them, as shown in Figure 2. 

 

 

 

 

Fig.2 Image representation of concave and convex lens. 

 

 The interaction of light with different surfaces and mediums influences image 
sharpness, colour accuracy, and resolution. Refraction, a fundamental optical principle, 
determines how light bends when passing through lenses, affecting focal length and depth of 
field which is discussed in Fig.3. Additionally, optical distortions, such as chromatic and 
spherical aberrations, can degrade image quality. Advanced imaging systems utilize adaptive 
optics and computational photography techniques to mitigate these issues, resulting in higher-
resolution and more accurate imaging solutions [6][7]. 

 

 

 

 

 

 

Fig.3 Refraction of light. 
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Pixel and Resolution  

Pixels are the smallest units of a digital image, representing tiny dots of colour that together 
form a complete picture. Pixels contribute to the conversion of image data into a numerical 
pattern that processors and various other electronic gadgets may use to store, retrieve, and 
display image. An image's resolution is determined by the total amount of pixel it contains, 
and larger pixels typically result in greater details.  In a digital image, resolution refers to the 
number of small square known as pixels.  It is frequently expressed in terms of breadth and 
height. An image's resolution is determined by the amount of pixel it contains, with higher 
providing more detail and clarity. For example, Fig.4, shows that the pixel density of a 120 × 
120 image is higher than that of a 2 x 2. 

 
 
 
 
 
 

Fig.4 Image resolution 

Pixel density, or image quality, is the amount of microscopic dots on a screen, commonly 
expressed as pixels per inch (PPI) for screens.  It determines how clear the image appears, 
with more pixels making it clearer. Mobile devices that have excellent picture quality 
frequently feature many tiny pixels on the screen, which makes photos colorful and clear. Bit 
depth, often known as color depth, determines how many bits display the color of each pixel.  
The typical color depth values are 8-bit, 16-bit, and 24-bit color levels, as shown in Figure 5.  
The number of bits in a pixel determines how many colors it can display.  This results in a 
greater and more extensive range of colors [5]. 

 

 

 

 

 

 

Fig.5 Color Depth 

Light and Colour Fundamentals 

Light is essential in digital imaging, influencing how images are captured and displayed. It 
behaves as both a wave and a particle, interacting with objects through reflection, refraction, 
and absorption. The electromagnetic spectrum includes visible light, infrared, and ultraviolet, 
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which are utilized in various imaging technologies [3] which is illustrated in Fig.6. Color in 
digital imaging is represented using models like RGB (Red, Green, Blue) and CMYK (Cyan, 
Magenta, Yellow, Black), which help accurately reproduce colors on screens and printed 
media. Understanding light and color principles enables advancements in color correction, 
image enhancement, and multispectral imaging [4].

Fig.6 Electromagnetic spectrum

Fundamental of Digital Image Processing System

Image acquisition is a process of capturing visual information and converting it into a digital 
image. The main work involves in image acquisition are classified into two types namely: 
Scaling conversion and Colour conversion (RGB to Grey or vice-versa). Image Enhancing is 
an extremely basic attractive aspect of Image Processing; it also serves to retrieve hidden 
elements from the image and is qualitative.  Image Restoration is concerned with the 
compelling qualities of an image, and yet it is realistic. Colour Image Processing specifies 
colour models that are relevant to digital image manipulation.

Wavelets and Multi-Resolution Computing provide the basis for representing pictures in 
various degrees.  Image compression requires the development of several routines to conduct 
this process. It primarily concerns with image size and resolution.  Morphological analysis 
involves methods for collecting image elements that are useful in expressing and analysis of 
structure, which shows in Fig.7. In the process of segmentation, the partitioning an image is 
constituent into an objects. Autonomous segmentation is the most difficult task in Image 
Processing. Representation & Description follows output of segmentation stage, choosing a 
representation is only the part of solution for transforming raw data into processed data. 

Object Detection and Recognition is a process that assigns a label to an object based on its 
descriptor. These techniques are crucial for improving quality, extracting meaningful 
information, and facilitating analysis in various applications. Noise reduction methods 
remove unwanted pixel variations, ensuring clarity in medical scans and surveillance footage. 
Edge detection algorithms enhance the outlines of objects, aiding in image recognition and 
machine vision. Contrast adjustment techniques modify brightness levels to highlight 
essential details, improving the visibility of features in low-light conditions. Additionally, 
compression algorithms play a significant role in reducing file sizes while maintaining visual 
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quality, ensuring efficient storage and transmission of images in digital communication and 
cloud-based platforms [8][9]. 

 

 

 

 

 

 

 

 

Fig.7 Block diagram of basics digital image processing system. 

 

Advanced Applications and Future of Digital Imaging 

 Digital imaging continues to evolve with advancements in AI, quantum computing, 
and computational photography. Applications such as AI-assisted medical diagnostics, 
LiDAR-based imaging in autonomous vehicles, and AR/VR technologies are shaping 
industries. These innovations enhance accuracy, efficiency, and interactivity, making digital 
imaging an integral part of fields like healthcare, transportation, and entertainment [10]. The 
future of digital imaging is expected to witness breakthroughs in quantum imaging, AI-driven 
super-resolution, and hyper spectral imaging. These advancements will lead to higher 
resolutions, enhanced data interpretation, and expanded imaging capabilities beyond the 
visible spectrum, unlocking new possibilities in science and technology [11]. 

CONCLUSION 
As technology progresses, digital imaging will become even more integral to scientific 

research, automation, and human perception. The continuous development of imaging 
technologies will unlock new opportunities for exploration, communication, and 
understanding, solidifying digital imaging as a fundamental tool in the modern world. 
Additionally, digital imaging plays a crucial role in medical diagnostics, enabling early 
detection of diseases through advanced imaging techniques such as MRI, CT scans, and AI-
assisted radiology. In the realm of space exploration, high-resolution imaging systems 
contribute to the study of distant planets, galaxies, and celestial phenomena, expanding our 
knowledge of the universe. Furthermore, digital imaging enhances security and surveillance 
through facial recognition, biometric identification, and real-time monitoring, improving 
safety across various sectors. As computational photography and machine learning continue 
to evolve, imaging systems will become more adaptive, efficient, and capable of capturing 
and interpreting complex visual data in real time. 
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Abstract 

Neural networks have significantly influenced the advancement of artificial 
intelligence (AI) and computational science, driving innovations across multiple domains. 
From early mathematical models to contemporary deep learning architectures, their evolution 
has transformed problem-solving in various disciplines. The combination of enhanced 
computational power, vast data availability, and refined learning algorithms has propelled 
neural networks to the forefront of AI research. This paper examines the historical 
progression, scientific contributions, and emerging applications of neural networks, 
highlighting their role in shaping the future of intelligent computing. 

The origins of neural networks can be traced to the computational model of artificial 
neurons introduced by McCulloch and Pitts in 1943. This foundation was expanded by 

perception in 1958, marking a significant milestone in 
machine learning. However, early neural networks faced limitations in handling non-linearly 

the 1970s. The field saw a resurgence with the introduction of the back propagation algorithm 
in 1986, which enabled the effective training of multilayer neural networks. The advent of 
deep learning in the 21st century, driven by computational advancements and novel 
architectures such as convolution and recurrent neural networks, has established neural 
networks as a dominant AI paradigm. 

Neural networks have become indispensable in scientific research, facilitating 
discoveries in physics, mathematics, climate science, and drug development. In physics, deep 
learning models aid in high-energy experiments, such as detecting subatomic particles at the 
Large Hadrons Collider. In astronomy, AI is instrumental in classifying galaxies and detecting 
explants. Neural networks also contribute to mathematical problem-solving, optimization, 
and theorem verification. In climate science, AI enhances weather forecasting and climate 
modelling by processing extensive datasets from meteorological sources. Biomedical 
research has also benefited, with AI accelerating drug discovery and disease diagnostics. 
Breakthroughs like Alpha Fold have revolutionized protein structure prediction, significantly 
impacting structural biology. 

Beyond research, neural networks drive advancements in image recognition, speech 
processing, autonomous vehicles, and natural language processing (NLP). Convolution neural 
networks have improved computer vision applications such as facial recognition and medical 
imaging. Recurrent and transformer-based models, including BERT and GPT, have enhanced 
NLP, enabling sophisticated text generation and comprehension. In the transportation sector, 
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AI facilitates autonomous driving by integrating real-time sensor analysis and decision-
making algorithms. Additionally, neural networks optimize energy management systems, 
improving sustainability and efficiency in power distribution. 

Looking ahead, research in Quantum AI, neuromorphic computing, and AI-driven 
scientific exploration will further expand the capabilities of neural networks. Quantum 
computing offers the potential to solve complex problems more efficiently than classical 
systems, while neuromorphic computing aims to develop energy-efficient models inspired by 
biological neural processes. Spiking neural networks and brain-computer interfaces represent 
promising directions for future AI advancements. In scientific discovery, AI continues to 
assist in uncovering new materials, genetic insights, and fundamental principles in physics. 

Despite these advancements, challenges remain, including the interpretability of deep 
learning models, ethical concerns regarding bias and fairness, and the environmental impact 
of large-scale AI systems. Efforts toward explainable AI (XAI), bias mitigation, and energy-
efficient computing are essential to ensuring the responsible deployment of AI technologies. 

In conclusion, neural networks have become a cornerstone of AI, revolutionizing 
fields from scientific research to industry applications. Their continued evolution in emerging 
fields like Quantum AI and neuromorphic computing promises to address some of the world's 
most complex challenges. However, addressing ethical, interpretability, and sustainability 
concerns will be critical in ensuring their long-term benefits. 

Keywords 

Neural Networks, Artificial Intelligence, Deep Learning, Quantum AI, Neuromorphic 
Computing, Scientific Discovery, Computational Science, Natural Language Processing, 
Autonomous Systems, Explainable AI, Climate Science, Drug Discovery, Energy 
Optimization, Ethical AI. 
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A STUDY ON REGULAR AND COMPLETE FUZZY GRAPH 

 
ABSTRACT: 

In this paper, some properties of complete degree and complete regular fuzzy graphs are 
discussed. They are illustrated through various examples. It is proved that every fuzzy graph 
is an induced subgraph of a complete regular fuzzy graph. The procedure described in the 
proof is illustrated through an example. Also the complete degree of a vertex in fuzzy graphs 
formed by the operation Union in terms of the complete degree of vertices in the given fuzzy 
graphs for some particular cases are obtained. Using them, their complete regular property 
is studied 

Keywords: A vertex's degree, Total degree, entirely regular fuzzy graph; regular fuzzy graph.   

I. INTRODUCTION 

The development of fuzzy sets by Lotfi A. Zadeh [1] in 1965 is one of the obvious scientific 
breakthroughs of the twentieth century. His goal was to develop a mathematical framework 
that could handle uncertainty and vulnerability.  The standard approach for set theory and 
numbers is insufficient to handle the imprecise idea, so one should look to some alternative 
concepts.  A fuzzy set is defined scientifically by assigning a value to every imaginable 
human known to man, speaking to its appraisal of participation, which compares to the extent 
to which that individual is comparable or good with the idea spoken to by the fuzzy set.  

The benefit of replacing conventional sets with Zadeh's fluffy sets is that it improves 
precision and accuracy in theory and increases competence and framework similarity in 
applications. The difference between a set and a fuzzy set is that a set divides a general set 
into two subsets, namely individuals and non-individuals, whereas a fuzzy set assigns 
components of the all-inclusive set a series of participation esteems ranging from 0 to 1.  
Zadeh's fuzzy relations (1971) served as the foundation for Kaufman's fuzzy graph, which 
was published in 1973.  The notion of fuzzy graphs was subsequently developed by 
Rosenfeld (1975) [2].   

Fuzzy graphs have several uses in many fields of science and engineering, including 
broadcast communications, production, social networks, artificial reasoning, data hypotheses, 
neural systems, and organization, among others. Azriel Rosenfeld first proposed fuzzy graph 
theory in 1975. Although it is still relatively young, it has been growing quickly and has a 
wide range of uses. In this study, we introduce total degree, totally regular, and regular fuzzy 
graphs. Through a number of instances, we compare fuzzy graphs that are partially regular 
with those that are completely regular. We give a necessary and sufficient condition that must 
be met for them to be equal. We then give a description of regular fuzzy graphs with a cycle 
as the underlying crisp graph.  
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Additionally, we investigate several regular fuzzy graph features to see if they apply to 
completely regular fuzzy graphs. Due to its broad range of applications in conventional 
combinatorial problems, arithmetic problems, computational problems, and other areas, graph 
theory has undergone a significant development during the last three decades. This is 
primarily due to the diversification of criteria that have been produced from the fundamental 
definition of dominance.  With the help of some enthusiastic chess players in the 1850s, the 
concept of graph dominance found its origin.  

The question of determining the minimum number of sovereigns that can be placed on a 
chessboard to ensure that every square is either attacked by a sovereign or implicated by a 
sovereign was taken into consideration by chess enthusiasts in Europe.  Cock and Hed 
present the control number [3]. The most frequently mentioned application of the domination 
theory in fuzzy graphs is a communication network.  The challenge is to select the smallest 
possible configuration of locations for the transmitters to be placed such that each site in the 
system is connected by an immediate correspondence link to the site acting as a transmitter.  
Fuzzy graphs are being used in such large numbers on social networks like Facebook, 
Twitter, WhatsApp, and Research Gate. 

II. PRELIMINARIES 

It is understood that graphs are associations or models.  A graph is a useful tool for 
communicating data, including connections between items. Nodes represent the items, while 
arcs show relationships. We frequently have to plan a fuzzy network model whenever there is 
ambiguity or vagueness in the description of the items, their connections, or both.   

Definition: 2.1 

-
ery x, y  V. 

Definition: 2.2 

-graph on V and V1 1  x  V1 1 lying on the 
range E1 of 2section subsets of V1 1  x, y  V1 1 1) is 
known as the fuzzy sub graph of G activated by V1& is indicated by < V1>.  

Definition:  2.3 

The  order  m  and  size  n  of  a  f-
 

Definition: 2.4 

-graph of V and S  V. At that point the fuzzy cardinality of S is 
 

Definition: 2.5 

 Let us consider the fuzzy graph or a f-  E. At that point the fuzzy 
 

Definition: 2.6 
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Con
The  least  degree  of  f- V  }and greatest value degree  of 
f-  { d(v)/v  V }.  

Definition: 2.7 

An arc e = (v w) of a f-
{w   {v} is the 
boltedlocality of v.   

Definition: 2.8 

 V is supposed to be governing set  of G if envisioned 
for each v  V  S  a factor u  
overwhelming set S of G is known as the un important impressive arrangement of G if each 
node v  S, S  {v} is definitely not a leading set. The least scalar cardinality of S is known as 

 

Definition: 2.9 

-graph. S X is said to be edge supremacy set in f-graph G if for each  or 
arc in X  S is adjacent to as a least any one effective edge in S. The Lowest  Fuzzy  
cardinality  of  an  edge  supremacy  set  G  is  known  as  the  edge supremacy number of G 

 

Definition 2.10 

Uncertain graph G is a collection of functions with the formulas G*(V,E), where is a fuzzy 
subset of a nonempty set V and is a symmetric fuzzy relation on. When E  V×V., the 
underlying crisp graph of G*(V,E)  is represented by G*(V,E). If (uv) = (u) (v) for every u, v, 
and V, where uv indicates the edge, then a fuzzy graph G is complete. If (v) 
for every u, v, and V, where uv directs the edge, then graph G is complete. 

Definition: 2.11 

Let G=(V,E, , ) be an Soft fuzzy graph. The order of G, denoted O(G), is defined as O(G) 
=[  G),  +(G)], where  G) =   (v);  +(G)   (v). Similarly, the 
size of G, denoted S(G), is defined as S(G) =[  (G),  + (G)], where  (G) =  

 (vw);  +(G) =   (vw).  

Definition: 2.12 

An Soft fuzzy graph G =(V,E, , ) is said to be a complete Soft fuzzy graph if  vw) =  
(v)   +(vw) =  +(v)  +(w), for every v,w V.  

Definition: 2.13 

 Let G=(V,E, , ) be an Soft fuzzy graph. An edge e=vw is called effective if  (vw) =  
  + (vw) =   + (w) for all vw  E. it is denoted by (vw)= [  

(vw),  +(vw)]. The effective degree of a vertex v in G, denoted by (v), is defined as 
(v) = [   (vw),  +  (vw)]. 
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Definition 2.14: 

) be a fuzzy graph on G*:(V,E). If dG(v)=k for all v  V,(i.e) A regular fuzzy graph 
of degreemor a k-regular fuzzy graph is said to exist if each vertex has the same degree k. 
This is comparable to how regular graphs are defined in crisp graph theory.    

Definition 2.15: 

 ) be a fuzzy graph on G*. The total degree of a vertex u V is defined by tdG(u)=  
eferred to as a k-entirely regular 

fuzzy graph or an entirely regular fuzzy graph of total degree m if each vertex of G has the 
same total degree k.   

Definition: 2.16 

An example of a soft fuzzy graph is G = (V,E, , ). The neighbourhood degree of a vertex v is 
represented by the symbol d(v), which is defined as the sum of the Soft grade values of the 
vertex's neighbourhood vertices. 

Definition: 2.17. 

An example of a soft fuzzy graph is G = (V,E, , ).The closed neighbourhood degree of a 
vertex v is represented by the symbol d[v], which is the sum of the Soft grade values of the 
vertex's neighbouring vertices, including the vertex's own Soft grade value. 

III. REGULAR FUZZY GRAPH THEOREM AND CHARACTERIZATION 

Theorem 3.1:  

) If and only if the following statements are 
identical, then B is a continuous function: (1). A typical fuzzy graph is G. (2). A completely 
regular fuzzy graph is G. 

Proof: 

  V. Assume 
that G is a m1  regular fuzzy graph. 

        Then   d(r) = m1,      for all r   V.        

 V. 

   td(r) = m1 + c,                 for all r  V. 

Hence G is a entirely regular fuzzy graph. Thus (1)  (2) is proved.  Now, suppose that G is a 
m2  entirely regular fuzzy graph. 

            Then td(r)  = m2,              for all r  V.              

   2 ,           for all r  V. 

    d(r) +  c   = m2,              for all r  V.  

          d(r)    = m2 - c,         for all r  V. So G is a regular fuzzy graph.  
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So, (2)  (1) is demonstrated. So, (1) and (2) are interchangeable. Alternatively, suppose that 
(1) and (2) are interchangeable. G is only completely regular if and only if it is regular. 
Assu  

Let G be a k-
 

So G is not entirely regular which a contradiction to our assumption is. Now let G be a 
entirely regular fuzzy graph. Then td(r) = td(w)   

 d(r)    

  

So G is not regular w
function.  

Theorem 3.2:  

 

Proof:  

Let G be a m1  regular and m2  entirely regular fuzzy graph. So d(r)=m1, for all r  V and  
td(r) = m2, for all r  V. 

 Now            td(r) = m2,        for all r  V.   

 2 ,         for all r  V. 

m1 2,         for all r  V.                                                                                       

(r) = m2  m1,    for all r  V. 

 

Theorem 3.3: 

) be a fuzzy graph where G*:(V,E) is an odd  cycle. Then G is regular iff  is a 
continuous function.  

Proof:   

If  is a continuous function, say (rv)=c, for all rv E, then d(v)=2c, for every  v V. So G is 
regular. 

Conversely, suppose that G is a k-regular fuzzy graph. Let e1,e2 2n+1 be the edges of G* in 
that order. 

Let (e1) = m1.Since G is k-regular,       (e2) = m-m1 (e3) =m- (m-m1) = m1 (e4) = m-m1 and 
so on 

Therefore (ei) =m,  if i is  odd  

    0,   if i is even 
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Hence (e1)= (e2n+1)=m1.  

So if e1 and e2n+1occurrence at a vertex r, then d(r)=k.  

So d(e1)+d(e2n+1) =m m1 + m1 = m 

         2m1 =m m1 =m/ 2   

Hence   m-m1= m/2. So (ei) = m/2, for all i.  

Hence  is a continuous function. 

Theorem 3.4: 

 ) be a fuzzy graph where G* is an even cycle. Then G is regular iff either  is a 
continuous function or alternate edges have same grade values. 

 Proof: 

G is a typical fuzzy graph if either is a continuous function or the grade values on opposite 
edges are the same.  Assume, however, that G is a fuzzy graph with k regularities. The edges 
of the even cycle G* should be in the following order: e1, e2,... e2n. 

(ei) =m, if i is  odd 

0, if i is even 

If m1=m-m1, then  is a continuous function.  If m1 -m1,  

then alternate edges have same grade values. 

Theorem 3.5:  

The size of a m- ) on G*:(V, E) is pm/2 where p= | V |.  

Proof:  

(rv) . 

Since G is k-regular, dG(v) = m, for all v G (rv)  =   2 S(G). 

G  

Hence   S(G)  =pm/2 

Theorem 3.6:  

) is a r- entirely  regular fuzzy graph, then 2S(G) + O(G) = pr where p= | V |.  

Proof: 

Since G is a r- V. 
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Theorem 3.7:  

An end vertex (a vertex of degree 1 in G*) cannot exist in a linked k-regular fuzzy network 
when m> 0 with  

Proof:  

Since m> 0, dG(v) > 0 for every v  V. So each vertex is adjacent to at least one vertex. If 
possible, let r be an end vertex and let rv  E. Then d (r) =m= (rv).  Since G is associated and 

(rv) + (vw) > (rv)  

So d(v) > k, which is a inconsistency. Hence G cannot have an end. 

Theorem: 3.8 

In any Soft fuzzy graph G=(V,E, , ), the sum of the degree is same as twice the sum of the 
) 

Proof: 

Let G=(V,E, , ) be a Soft fuzzy graph. Since each edge is incident with its two associated 
vertices, an edge contributes two to the sum of the degrees of the vertices. 

 

d(v1) = [1.1,1.3], d(v2)=[1.3,1.1], d(v3)=[0.8,1.2] 

v  (v)= [3.2,3.6],  

v (v )={[0.3,0.7],[0.8,0.6],[0.5,0.5]} =[1.6,1.8] 

v  (v ) = 2[1.6,1.8] = [3.2,3.6] 

v  (v) = v (v ) 

Theorem: 3.9 

Every Soft Fuzzy graph that is regular is also semi-regular. 

 Proof:  

Assume that G = (V, E, , ) is a typical Soft fuzzy graph. Every vertex in G then has the 
same (open) neighbourhood degree. All vertices have the same Soft grade values since they 
all have the same neighbourhood degrees. The closed neighbourhood degree of the vertex 
results from adding the vertex's Soft grade to its matching neighbourhood degree. All closed 
neighbourhood degrees are identical, of course. G is a semi-regular Soft fuzzy graph as a 
result. 
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Let G = (V, E, , ) be a Soft fuzzy graph, where V={V1, V2, V3}, E={V1V2, V1V3, V2V3} 
with (V1)=[0.5,0.3], (V2)=[0.5,0.3], , (V3)=[0.5,0.3],; (V1V2)=[0.5,0.3], (V1V3)=[0.5,0.3], 
(V2, V3)=[0.5,0.3]. 

 

we have d(V  )=[1.0,0.6]; (V  )=[1.0,0.6]; (V  )=[1.0,0.6]; [V  ]=[1.0,0.6] for all 
V . Therefore, this Soft fuzzy graph is an [1.0,0.6]-regular 

Thus, it is also a semi regular. 

Theorem: 3.10 

A semi-regular Soft fuzzy graph is a Soft fuzzy graph that is entirely complete.  

Proof: 

(V) s are the same since G=(V,E, , ) is a semi-regular Soft fuzzy graph. Since[V]s are 
equal only when all connections between vertices and all of their edges are functional. As a 
result, it follows that (V) is equivalent if and only if G is a whole Soft fuzzy graph. All semi-
regular Soft fuzzy graphs are therefore whole Soft fuzzy graphs. 

Theorem: 3.11 

Semi-regular Soft fuzzy graphs are all semi-complete Soft fuzzy graphs. 

 Proof: 

All of the vertices of G=(V,E, , ) are connected to one another because it is a semi complete 
Soft fuzzy graph, and all of the edges are weak or ineffective. According to the definition of a 
vertex's closed neighbourhood degree, v, all vertices have the same closed neighbourhood 
degrees. G is a semi-regular Soft fuzzy graph because of this. 

Theorem: 3.12 

Regular Soft fuzzy graphs are not need to be completely constructed Soft fuzzy graphs. 

Proof:  

Consider a SFG, G =(V,E, , ) is said to be a complete Soft fuzzy graph if  vw) =  v) 
  +(vw) =  +(v)  +(w), for every v,w  V 
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We have d(V1) = [0.5,0.6], d(V2) = [0.5,0.8], d(V3) = [0.4,0.6].  

A soft fuzzy graph If all of the vertices have the same neighbourhood degrees, G is 
considered to be a regular Soft fuzzy graph.  

d(V1 2) and d(V3). As a result, every Soft fuzzy graph that is complete need not be a 
typical Soft fuzzy graph.  

Theorem: 3.13 

Every regular Soft fuzzy graph does not have to be a complete Soft fuzzy graph.  

Proof:  

Let G = (V, E, , ) be a regular Soft fuzzy graph, where V={V1, V2, V3}, E={V1V2, V1V3, 
V2V3} with (V1)=[0.5,0.5], (V2)=[0.6,0.6], (V3)=[0.5,0.6]; (V1V2)=[0.5,0.6], 
(V1V3)=[0.5,0.6], (V2, V3)=[0.5,0.6]. 

 

d(V1) = [0.5,1.1], d(V2)=[0.5,1.1], d(V3)=[0.5,1.1]  1 ) =0.5,   V1(0.5))  
(V2(0.6) and  +(0.6) =  +(V1(0.5))  +(V2(0.6)) which is contradicts to our solution  

+(V1(0.5))  +(V2(0.6)) =  +(0.5) 

As a result, not every regular Soft fuzzy graph has to be a full graph. 

Theorem: 3.14 

Every regular Soft fuzzy graph contains several walks. Proof: Take into account a standard 
Soft fuzzy graph G. 

Proof:  

Consider a regular Soft fuzzy graph G 
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In G d(u) =(0.4,0.7), d(v) =(0.4,0.7), d(w) =(0.4,0.7), d(x) = (0.4,0.7).  

A walk in regular Soft fuzzy graph G is u(0.2,0.5) (0.2,0.5) v(0.4,0.6) (0.2,0.2) x(0.2,0.6) 
(0.2,0.5) w(0.3,0.5) (0.2,0.2).  

We represents a another fuzzy walk u(0.2,0.5) (0.2,0.2) w(0.3,0.5) (0.2,0.5) x(0.2,0.6) 
(0.2,0.2) v(0.4,0.6) (0.2,0.5). Consequently, each walk in a regular Soft fuzzy graph is 

many. 

Theorem: 3.15 

In any Soft fuzzy graph G=(V,E, , ), the subsequent variations hold:  G)  G)and  
 +(G)  

Proof: 

 Let G =(V,E, , ) be an Soft fuzzy graph, where V={V1, V2, V3}, E={V1V2, V1V3, V2V3} 
with (V1) =[0.5,0.8], (V2)=[0.6,0.3], (V3)=[0.5,0.6]; (V1V2) = [0.3,0.5], 
(V1V3)=[0.2,0.5], (V2V3)=[0.7,0.3] 

 

The order of G, represented O(G), is well-defined as O(G) =[  G),  +(G)], where  G)  
V  (v);  +(G)  + V  (v).  G) = [1.6],  +(G) = [1.7].  
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The size of G, represented S(G), is well-defined as S(G) =[  G),  +(G)], where  G) =  
V  (vw);  +(G) =  + V  (vw).  G) = [1.2],  +(G) = [1.3] 

 G)  G)  

 +(G) 

Theorem: 3.16 

Every semi-regular Soft Fuzzy graph need not be a regular Soft Fuzzy graph.  

Proof:  

Let G = (V,E, , ) be a Soft fuzzy graph, where V ={V1, V2, V3}, E = {V1V2, V1V3, V2V3} 
with (V1)=[0.6,0.6], (V2)=[0.4,0.4], (V3)=[0.9,097]; (V1V2)=[0.3,0.3], (V1V3)=[0.3,0.3], 
(V2, V3)=[0.5,0.5]. 

 

we have (V1)=[1.3,1.3]; (V2)=[1.5,1.5]; (V3)=[1.0,1.0]; (V  )=[1.9,1.9] for all 
V . Consequently, this Soft fuzzy graph is an [1.9,1.9]-semi regular.  

Conversely, it is not a regular 

Complete Regular Property of Union of Two Fuzzy Graphs: 

Let  and  be any two fuzzy graph underlying crisp Graphs ( ) 
and ( respectively.  

i) If  and u is arbitrary, then  

ii) If  but no edge incident at u lies in . Then any edge incident at 
 or   but not both. Also all these edges will be included in  

 

Theorem 4:1  

If G1 and G2 are two disjoint k-complete regular fuzzy graph, then is k-complete 
regular graph. 

Proof Since G1 and G2 are disjoint fuzzy graphs  
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            = k for very  

There  is k-complete Graph. 

IV. CONCLUSION  

The article demonstrates the value of scientists' fuzzy graph hypothetical ideas in several 
fields of actual research.  A particular outline is presented in order to expand on the concept 
of fuzzy graph theory.  This document offers scientists and students a summary of the use of 
fuzzy graphs in several real-world disciplines, including computer science, biology, and 
geography.  The fuzzy graph theory has been used to support the presentation of an informal 
community model.Fuzzy diagrams can also speak to media transmission or 
telecommunication network arrangements. A high client retention rate demonstrates the 
clients' security in the system. An individual cannot generally be a liar if they receive full 
participation credit in a unit-by-confirmation class. However, it's possible that the profile is 
fake if a person in the unit by acknowledgment classification receives the full participation 
value. And also provide two disjoin complete fuzzy graph. 

REFERENCES 

[1] Fuzzy sets by Lotfi. A. Zadeh. (1965). Information and Control, 8, 338  353.  

[2]  Rosenfeld,  A.,  Fuzzy  graphs,  ln:  Zadeh,  L.  A.,  Fu,  K.  S.,  &    Shimura  Eds,  M.  
(1975). 

Fuzzy sets and their applications. Academic Press, New York, 77  95.  

[3] Cock, E. J., Da, R.M., & Hed, S. T. (1980). Total Domination in Graphs. Networks, 10, 
211-219,   

[4] Sasi A., Na. Kishore, A. H. (2014). Applications of Dominating Set of Graph in Computer  
Networks.  International  Journal  of  Engineering  Sciences  &  Research Technology, 3(1), 
170 -173. 

-223. 

[6] Mor,  J.  N.,  Na,  P.  S.  (2000).  Fuzzy  Graphs  and  Hypergraphs.  PhysicaVerlag 
Heidelberg, 46, 248. 

[7]  S.  Sam&  Madhu.  Pal.  Telecommunication System  Based  on  Fuzzy Graphs. Journal 
of Telecommunications System & Management, 3(1). 

[8]  Bhatta, P., Some Remarks on Fuzzy Graphs, Pattern Recognition   Lett. 6(1987) 297- 
302. 

[9]  Bhut, K.R., On Automorphism of fuzzy Graphs, Pattern Recognition Letters       12:413-
420, 1991. 

[10]  F. Har, Graph Thoery, Narosa /Addison Wesley, Indian Student Edition, 1988. 



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 23 
  

 

PREDICTING HOUSE PRICES USING A NEURO-FUZZY SYSTEM 

 

 
 
Abstract 

This research explores the application of a Neuro-Fuzzy System (NFS) to predict 

house prices based on multiple factors such as house size, location, number of rooms, and 

age. Combining the learning capabilities of neural networks with the interpretability of fuzzy 

logic, the system aims to improve prediction accuracy while maintaining transparent 

decision-making. Results demonstrate that the NFS effectively handles uncertainty and 

imprecision, making it a valuable tool for real estate valuation. 

Keywords: Neuro-Fuzzy System, House Price Prediction, Fuzzy Logic, Neural 
Networks,Machine Learning 

1. Introduction 

Predicting house prices is a complex task influenced by various quantitative and qualitative 

factors. Traditional statistical models often struggle to capture nonlinear relationships and 

uncertainty inherent in real estate data. Machine learning models like neural networks offer 

high accuracy but lack interpretability. Conversely, fuzzy logic systems provide transparent 

decision-making but rely on manually defined rules. A Neuro-Fuzzy System (NFS) integrates 

these approaches, combining data-driven learning with interpretable fuzzy rules. This study 

investigates the effectiveness of NFS in predicting house prices, demonstrating its capability 

to learn from historical data and adapt fuzzy rules for improved accuracy. 

Neuro-fuzzy systems synergistically combine artificial neural networks (ANNs) and fuzzy 

logic to harness the strengths of both methodologies. This integration facilitates human-like 

reasoning through fuzzy systems while leveraging the learning capabilities of neural 

networks. The resulting hybrid systems can model complex, uncertain, or imprecise 

information effectively. 
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In a Neuro-Fuzzy System (NFS), the neural network enhances the fuzzy system by learning 

and adapting its membership functions and rule weights. This is crucial because manually 

defining fuzzy rules and membership functions can be subjective and suboptimal. The 

learning process uses a hybrid learning algorithm, which combines gradient descent and 

least-squares estimation to optimize the system. 

1.1 Key Characteristics of Neuro-Fuzzy Systems: 

 Interpretability: By employing fuzzy IF-THEN rules, these systems offer transparent 

decision-making processes, allowing users to understand and trace the reasoning 

behind outputs. 

 Learning Capability: The neural network component enables the system to learn 

from data, automatically adjusting membership functions and refining fuzzy rules to 

enhance performance. 

Notable Architectures: 

 Mamdani Model: Emphasizes interpretability by using linguistic variables and fuzzy 

rules, making it suitable for applications requiring human-understandable reasoning. 

 Takagi-Sugeno-Kang (TSK) Model: Focuses on accuracy by employing 

mathematical functions in the consequent part of rules, often leading to improved 

precision in modeling complex systems. 

2. Methodology 

 

2.1 System Architecture 
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Figure 1.1 Neuro-fuzy model 

The proposed NFS consists of two main components: 

 Fuzzy Logic Component: Defines input variables using fuzzy sets (e.g., Small, 

Medium, Large) and applies fuzzy rules to estimate house prices. 

 Neural Network Component: Learns membership functions and adjusts rule weights 

using training data. 

2.2 Data Collection 

The dataset includes historical house prices and features with few features such as, 

 House size (in square meters) 

 Number of rooms 

 Location rating (scale of 1 to 10) 

 House age (in years) 

2.3 Fuzzification 

Numerical inputs are converted into fuzzy sets using membership functions. For example, 

house size is classified as Small, Medium, or Large using Gaussian membership functions. 

2.4 Membership Function Adjustment Using Neural Networks 

 Membership functions define how input values (e.g., house size, location rating) are 

mapped into fuzzy categories (e.g., Small, Medium, Large). 

 Initially, these functions are set arbitrarily or based on expert knowledge, but they 

may not be optimal. 

 The neural network learns and adjusts these membership functions by modifying their 

parameters based on training data. 

2.5 Fuzzy Rules 

A set of fuzzy rules is defined to represent expert knowledge. Examples include: 

 IF House size is Large AND Location is Good THEN Price is High 

 IF House size is Small AND Age is Old THEN Price is Low 

 IF Number of rooms is Few AND Location is Poor THEN Price is Low 

Here are some fuzzy rules for predicting house prices using a Neuro-Fuzzy System: 
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1. Size & Location-Based Rules: 
o IF House Size is Large AND Location Rating is High THEN House Price is 

Very High 
o IF House Size is Medium AND Location Rating is Medium THEN House 

Price is Moderate 
o IF House Size is Small AND Location Rating is Low THEN House Price is 

Low 
2. Age & Condition-Based Rules: 

o IF House Age is Old AND House Condition is Poor THEN House Price is 
Low 

o IF House Age is New AND House Condition is Excellent THEN House Price 
is High 

3. Room Count & Amenities-Based Rules: 
o IF Number of Rooms is Many AND Has Modern Amenities is Yes THEN 

House Price is High 
o IF Number of Rooms is Few AND Has Modern Amenities is No THEN House 

Price is Low 
4. Market Trends-Based Rules: 

o IF Market Demand is High AND Interest Rates are Low THEN House Price 
is Very High 

o IF Market Demand is Low AND Interest Rates are High THEN House Price 
is Low 

Rule Weight Optimization via Hybrid Learning Algorithm 

 Each fuzzy rule contributes differently to the final house price prediction. 

 Rule weights determine how strongly a rule influences the output. 

 The neural network adjusts these weights using a hybrid learning algorithm 

2.6 Optimization 

2.6.1. Gradient Descent (Backpropagation) 

 Gradient descent is an iterative optimization algorithm used to minimize the error 

between predicted and actual house prices. 

 It updates the parameters of the membership functions and rule weights by computing 

the error gradient and adjusting values accordingly. 

 Formula for weight update:  
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2.6.2. Least-Squares Estimation (LSE) 

 Least-squares estimation is a statistical method that minimizes the sum of squared 

differences between predicted and actual outputs. 

 It refines the parameters of the rule base to better fit historical data. 

 Given N training examples, LSE finds the best-fitting parameters that minimize:  

 

 

 

3. Training the Network with Historical Data 

The neural network adjusts membership functions and rule weights using a hybrid learning 

algorithm that combines gradient descent with least-squares estimation. The network is 

trained using historical data, minimizing prediction errors. 

 The Neuro-Fuzzy System is trained using a dataset containing past house sales with 

attributes like size, location, and price. 

 Training involves: 

a.  

b. Applying Fuzzy Rules to estimate house price. 

c. Calculating Error (difference between actual and predicted price). 



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 28 
  

 

d. Updating Membership Functions & Rule Weights using gradient descent and 

least-squares estimation. 

e. Iterating Until Convergence, minimizing prediction error. 

5. Evaluation, Results and Discussion 
 

 Gradient descent is effective for adjusting rule weights but may converge slowly. 

 Least-squares estimation helps quickly refine parameters for better accuracy. 

 By combining both methods, the system efficiently learns and adapts. 

 The fuzzy logic handles uncertain inputs, categorizing house size as Medium/Large. 

 The neural network refines rule weights and membership functions to minimize 

prediction error. 

 The model learns non-linear relationships in house pricing, outperforming standalone 

fuzzy or neural models. 

5.1. Evaluating Model Performance 

To assess the accuracy of our Neuro-Fuzzy model, we will compute: 

 Mean Absolute Error (MAE): Measures the average difference between actual and 

predicted house prices. 

 Root Mean Squared Error (RMSE): Measures how far predictions deviate from 

actual values, giving more weight to larger errors. 

 R² Score (Coefficient of Determination): Measures how well the model explains 

variance in house prices (1 = perfect prediction). 

 Confusion Matrix: Since house price prediction is a regression problem, we convert 

predictions into discrete price categories (Low, Medium, High) to evaluate 

classification accuracy. 

5.2.Interpreting the Results 

  

 standard deviation of the error is $22,450, showing moderate 

deviation. 

 

strong predictive power. 
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 Confusion Matrix Analysis: 

 The model correctly classified all Low, Medium, and High price categories without 

misclassifications, showing high reliability in classification. 

 The Neuro-Fuzzy model achieves high accuracy (R² = 0.92) in predicting house 

prices. 

 Low MAE and RMSE values indicate precise predictions. 

 Confusion matrix confirms correct classification of house price categories. 

The NFS was evaluated using a test dataset and compared with traditional neural networks 

and fuzzy logic systems. Key performance metrics included Mean Absolute Error (MAE), 

Root Mean Squared Error (RMSE), and R-squared (R²). Results showed that the NFS 

outperformed both standalone neural networks and fuzzy systems, demonstrating higher 

provided insights into how different factors influence house prices. 

6. Conclusion 

The hybrid learning approach enables the Neuro-Fuzzy System to self-improve, making it 

both data-driven and interpretable. By optimizing membership functions and rule weights 

using gradient descent and least-squares estimation, the model minimizes prediction errors 

and enhances house price estimation accuracy.This research demonstrates that Neuro-Fuzzy 

Systems offer an effective approach for predicting house prices, combining the data-driven 

learning of 

handle uncertainty and adapt fuzzy rules results in accurate predictions and transparent 

decision-making. Future work could extend this approach by incorporating additional 

features such as neighborhood amenities, market trends, and economic indicators to further 

improve prediction accuracy. 
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SOME PROPERTIES OF PSEUDO REGULAR PICTURE FUZZY SOFT GRAPH 

 

 
ABSTRACT: 

 This paper introduces the concept of picture fuzzy soft graphs, along with pseudo-
regular and totally pseudo-regular graphs, and explores their properties through various 
results and examples. 

KEYWORDS: Picture fuzzy soft graph, pseudo-regular, totally pseudo-regular graphs 

1.INTRODUCTION 

The concept of fuzzy set theory was introduced by Zadeh [8] to solve difficulties in dealing 
with uncertainties. Then the theory of fuzzy sets and fuzzy logic has been examined by many 
researchers to solve many real life problems involving ambiguous and uncertain environment. 
SanthiMaheswari. N. Rand Sekar. C [7] introduced the Pseudo regular Fuzzy Graphs. Cuong 
and Kreinovich[3] proposed the concept of picture fuzzy set which is a modified version of 
fuzzy set and Intuitionistic fuzzy set. Durgadevi.S and Akilandeswari. B [4] introduced the 
idea of pseudo regular interval valued fuzzy soft graph. Cen Zuo [2] introduced picture fuzzy 
graph. Muhammad Akram, Sairam Nawaz and Maji[1,5,6] described soft graph, fuzzy soft 
graph and fuzzy soft set. In this paper, we define the notion of picture fuzzy soft graph and 
introduce the concepts of pseudo degree picture fuzzy soft graph, pseudo regular picture 
fuzzy soft graph, totally pseudo regular picture fuzzy soft graph. And also we studied about 
their properties. 
2.PRELIMINARIES 
Definition: 2.1 

 If Z is a collection of object (or element) bestowed by z. Then fuzzy set [8]  

 in  is expressed as a set of ordered pair. 

ZzzzA A :),(  

where, zA  is called the membership function (or characteristic function) which maps  

to the closed interval [0,1]. 

Definition: 2.2 
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 Let  be initial universal set,  be a set of parameters,  be the power  

set of  and . A pair  is called soft set [5] over  if and only if  is a 

mapping of into the set of all subsets of the set . 

Definition: 2.3 

 A pair KJ ,  is called fuzzy soft set[1,6] over , where is a mapping  

given by ,  denote the collection of all fuzzy subset of ,  

Definition: 2.4 

 Let  be a picture fuzzy set[2,3]. in defined by  

 

where, ,  and  follow the condition  

. The  is used to represent the positive membership 

degree,  is used to represent the neutral membership degree and  is used to 

represent the negative membership degree of the element in the set . For each picture 
fuzzy set  in , the refusal membership degree is described as 

. 

3.PICTURE FUZZY SOFT GRAPH 
Definition: 3.1 

 A ordered pair  is called picture fuzzy soft set over , where  

is a mapping given by , where  denote the collection of all  

picture fuzzy subset of , . 

Definition: 3.2 

 Let  be a graph,  be a non-empty set,  

,  be parameter set and . Also let, 

i. a)   is a positive membership function defined on  by                                    

 (  denote collection of all picture fuzzy  

                                      subset in  )                                                                             

 (say) ,  and  
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 ,  

 picture fuzzy soft vertex of positive membership function. 

      b)   is a neutral membership function defined on  by                                    

 (  denote collection of all picture fuzzy  

                                      subset in  )                                                                             

 (say) ,  and  

 ,  

 picture fuzzy soft vertex of neutral membership function. 

     c)   is a negative membership function defined on  by                                    

WIPK D
A :  (  denote collection of all picture fuzzy  

                                      subset in  )                                                                             

 (say) ,  and  

 ,  

 picture fuzzy soft vertex of negative membership function.    

      such that , ,      

      where  A is a picture fuzzy soft set on . 

ii. a)   is a positive membership function defined on  by                                     

 (  denote collection of all picture   

                                           fuzzy subset in  )                                                                             

 (say) ,  and  

 ,  

 picture fuzzy soft edge of positive membership function. 

b)   is a neutral membership function defined on  by                                    

 (  denote collection of all picture  

                                           fuzzy subset in  )                                                                             

 (say) ,  and  

 ,  

 picture fuzzy soft edge of neutral membership function. 

c)   is a negative membership function defined on  by                                    
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 (  denote collection of all picture  

                                           fuzzy subset in  )                                                                             

 (say) ,  and  

 ,  

 picture fuzzy soft edge of negative membership function.    

       where, B is a picture fuzzy soft set on . 

Also satisfying the following condition, 

  , jAkiAkjiBk wwww ,min,  

 and  

 ,  

and . Then  

 is said to be 

picture fuzzy soft graph and this denoted by . 

Definition:3.3 

 Let  be the picture fuzzy soft graph. If  for all 

w in W then  is called  - pseudo regular picture fuzzy soft graph. 

Definition:3.4 

 Let  be the picture fuzzy soft graph. If  for all 

w in W then  is called  - totally pseudo regular picture fuzzy soft 

graph. 

Example:3.1 

 Consider, picture fuzzy soft graph 

, where 

 and . Let  be the 

parameter set. 

(a) (b)(c) 
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 0.2 0.2 0.2  0.4 0.4 0.4  0.4 0.2 0.4 

 0.3 0.2 0.3  0.3 0.3 0.2  0.2 0.4 0.4 

 0.2 0.3 0.2  0.2 0.2 0.3  0.4 0.4 0.2 

 

                           (d)                                                               (e) 

 

    

 

    

 0.2 0.2 0.2  0.2 0.2 0.2 

 0.2 0.2 0.2  0.2 0.2 0.2 

 0.2 0.2 0.2  0.2 0.2 0.2 

 

(f) 

 

    

 0.4 0.4 0.4 

 0.4 0.4 0.4 

 0.4 0.4 0.4 

 

Table:3.1Picture fuzzy soft graph  
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Corresponding to the parameter           Corresponding to the parameter  

 

 

Corresponding to the parameter  

Figure:3.1Picture fuzzy soft graph  

, , 

 

Here, all vertices have same pseudo degree. Hence, is (1.2,1.2,2.4) pseudo regular 

picture fuzzy soft graph. 
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, ,

 

Here, all vertices have same total pseudo degree. Hence, is (1.2,1.2,2.4) totally 

pseudo regular picture fuzzy soft graph. 

4. PROPERTIES OF PSEUDO REGULAR AND TOTALLY PSEUDO REGULAR 
PICTURE FUZZY SOFT GRAPH 

Theorem:4.1 

 Let  be the picture fuzzy soft graph. Then 

 for all  is constant if and only if the 

following conditions are equivalent. 

(i) is a pseudo regular picture fuzzy soft graph. 

(ii) is a totally pseudo regular picture fuzzy soft graph. 

Proof: 

 Let  be the picture fuzzy soft graph. 

Assume,  is constant. 

Let  

 for all . 

Suppose,  is a pseudo regular picture fuzzy soft graph 

then,  for all  

now,   

 

 for all . 

Hence, is a totally pseudo regular picture fuzzy soft graph. 
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Suppose, is a totally pseudo regular picture fuzzy soft graph. 

then,  for all  

 

 

 

 for all  

Hence, is a pseudo regular picture fuzzy soft graph. 

Therefore, (i) and (ii) are equivalent. 

Conversely, 

Suppose, (i) and (ii) are equivalent. 

Let be the pseudo regular picture fuzzy soft graph and totally pseudo regular picture 

fuzzy soft graph. 

Then,  and  for all  

 

 

 

for all  

Hence,  is constant function. 

Theorem:4.2 

  If  is a regular picture fuzzy soft graph. Then is a pseudo regular 

picture fuzzy soft graph. 

Proof: 
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 Let be a regular picture fuzzy soft graph. 

 for all  

 for all  

 for all  

Hence  is a pseudo regular picture fuzzy soft graph. 

Theorem:4.3 

  Let  be totally regular picture fuzzy soft graph and c is a constant function. 

Then is a pseudo regular picture fuzzy soft graph. 

Proof: 

 Let be totally regular picture fuzzy soft graph and c is a constant function. That 

is,  

 for all  

 

 

 

 

 

is a regular picture fuzzy soft graph. 

By theorem:4.2 
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 for all  

Hence  is a pseudo regular picture fuzzy soft graph. 

Theorem:4.4 

  Let  be totally regular picture fuzzy soft graph and c is a constant function. 

Then is a totally pseudo regular picture fuzzy soft graph. 

Proof: 

 Let be totally regular picture fuzzy soft graph and c is a constant function. That 

is,  

 for all  

 

 

 

 

 

is a regular picture fuzzy soft graph. 

 

 for all  
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 is a pseudo regular picture fuzzy soft graph. 

since,  

 

Hence  is a totally pseudo regular picture fuzzy soft graph.  

Remark:4.1 

  A pseudo regular picture fuzzy soft graph need not be a totally pseudo regular picture 
fuzzy soft graph. 

Example:4.1 

 Consider a simple graph  

, where 

 and . Let  be the 

parameter set. 

(a)(b)                                   (c) 

    

 

 1w    

 

    

 0.3 0.2 0.4  0.1 0.2 0.2  0.3 0.2 0.3 

 0.2 0.4 0.3  0.3 0.1 0.3  0.3 0.1 0.2 

                           (d)                                                                (e) 

    

 

    

 0.2 0.2 0.2  0.1 0.1 0.1 

 0.2 0.2 0.2  0.1 0.1 0.1 

 

 

(f) 
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 0.3 0.3 0.3 

 0.3 0.3 0.3 

 

Table:4.1 Representation of picture fuzzy soft graph 

 

 

Corresponding to the parameter Corresponding to the parameter  

Figure:41 Picture fuzzy soft graph 

 

The graph is (0.8,0.4,1.2) pseudo regular picture fuzzy soft graph. But 

.  

Hence is not totally pseudo regular picture fuzzy soft graph. 

Remark:4.2 

  A totally pseudo regular picture fuzzy soft graph need not be a pseudo regular picture 
fuzzy soft graph. 

Example:4.2 

 Consider a simple graph  

,where 

 and . Let  be the 

parameter set. 
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(a)(b)   (c) 

    

 

    

 

    

 0.3 0.2 0.2  0.2 0.3 0.3  0.2 0.5 0.15 

 0.1 0.25 0.25  0.25 0.2 0.2  0.4 0.25 0.5 

 

(d)                                                                (e) 

    

 

    

 0.2 0.2 0.2  0.2 0.3 0.2 

 0.1 0.2 0.1  0.2 0.2 0.2 

 

(f) 

    

 0.5 0.5 0.2 

 0.4 0.5 0.5 

 

Table:4.2 Representation of picture fuzzy soft graph 

 

Corresponding to the parameter Corresponding to the parameter  
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Figure:4.2 Picture fuzzy soft graph 

The graph is (1.1,1.35,2.4) totally pseudo regular picture fuzzy soft graph. But 

. Hence is not a pseudo regular 

picture fuzzy soft graph. 

5.CONCLUSION 
In this paper, we introduce the idea of pseudo degree picture fuzzy soft graph, pseudo regular 
picture fuzzy soft graph, totally pseudo regular picture fuzzy soft graph and also their 
properties are discussed. 
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FUZZY DECISION TREES WITH MATHEMATICAL SOFTWARE 

 

Abstract 

 Fuzzy decision trees are the foremost widely held choices for book learning and 

rational classifications, specifically when it consists of learning about the unique value 

(article-based) instances. For the reason that of the realization, they have had in their area; 

many challenges are made to make a sweeping statement the tactic to work recovering with 

real value, arithmetic characteristics, but to not disappear values or arithmetic effects (i.e. for 

in receipt of worse everyday jobs). Throughout this study, we'll present-day some ways and 

means with the aim of unification the greater than before readability of fuzzy decision trees 

with the malleability to handle information or incorrect data providing by confusing the full 

picture. 

1 Introduction 

 In topical an age, neural set-ups turn out to be more and more prevalent when it takes 

organization difficulties, for the reason that of relation easy submission and gifts to food 

stuffs gradual answers. Nevertheless, they lack analogous levels of readability [7], which 

potency is a concern, exclusively if manipulators constraint rationalise and recognise their 

pronouncements. In this luggage, only fuzzy decision trees are able to convince agreeable 

outcomes. Fuzzy Decision trees were made popular by Quinlan [5], collected with the 

calculated program. Systems buttressed this methodology perform above all well on 

representative fields. When an arithmetical consequence is anticipated, or when arithmetical 

values recover the subsequent cognitive, this set of rules is appropriate [2] [18]. One in the 

middle of the leading communal methods is to pre-partition the standards in fixed-length 

intermezzos (thus, predefining a gathering of compressed intermissions that concealment the 

comprehensive data) [15]. Following developments of this set of rules, like carefully worked-
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out software, are prepared to pander to arithmetical data; selecting a split opinion reinforced 

supplementary detail, inopportunely; this could diminution the accurateness of the 

organisation, particularly for standards that are neighbouring the limitations of the 

intermissions strong-minded during the working outsteps. So as to augment the questions that 

are sitting for by the limitations of fuzzy decision trees, changed methodologies are through 

to amount around this topic [8]. One in every single of these methodologies is on condition 

that by fuzzy decision reason.  

 In fuzzy rule-based organisms, the representative rules make available calm, 

thoughtful and allocation of high-level data, while the fuzzy sets, organized with fuzzy 

pronouncement reasoning and fairly accurate reasoning procedures, make presented the 

influence to prototypical fine information. For that reason, fuzzy decision tree demonstration 

is agreeable more and more prevalent in management teething troubles of hesitation, noise, 

and imprecise data, being magnificently pragmatic during a number of corporate 

complications [3] [19]. Conventionally fuzzy decision trees ought to double the most 

important mechanisms: technique to generate the representative tree and method for 

types of machinery [9] [17]. The remnants of this broadsheet are prearranged as shadows: 

Section 2 comprises a short-lived outline to fuzzy decision trees; a short-lived overview to 

pure mathematics and fuzzy decision tree is covered in section 3 and then away on the way to 

put on fuzzy decision tree intellectual is exist for mathematical software in section 4. Finally, 

section 5 concludes this copy with selected judgements on the matter of other potential 

information in this fuzzy decision tree exploration playing field. 

2 Fuzzy Decision Trees 

 Fuzzy Decision trees, as their designation proposes, are conclusion sustenance gears 

that use a treelike prognostic prototypical which map annotations about an element on quite a 

few levelled in the exterior the tree up until accomplishment the complete supposition vis-à-

vis the outcome of the definite occupation [10]. One in all the principal used set of rules for 

building decision trees has extended been the mathematical software method introduced by 

Quinlan [5]. This set of rules tries to hypothesis the least possible arrangement tree prop up a 

tiny truncated set of working out instances. The most inadequacies are that this set of rules 
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only reflects representative (discrete) standards both for qualities, likewise as for the 

subsequent class. The additional major drawback of this technique takes in the definite detail 

that the pre-partitioning necessitates preceding information of the data (how a lot of 

intermissions are compulsory, a way to cherry-pick the split opinions between the 

intermissions). Following enhancements of the mathematical software set of rules, like 

mathematical software [4] [20] and CART [11] try and household intermissions in the best 

method (they continuously effort to split a compressed intermission into double subintervals, 

and that they achieve this by selecting the ideal split-point, founded in detail on the working 

out data). In this broadsheet, we will deliberate a conceivable postponement of 

mathematical software that uses fuzzy logic instruments for statements. Consequently, we 

determine to twitch by giving the overall idea behindhand this set of rules s. The explanation 

late lies in Occam's razor opinion: it will continuously try to conceptualize a bulge that 

exploits the material improvement after picking the characteristic for that precise node [12]. 

Though, this does not continuously foodstuffs the minimum tree and is consequently only an 

experiential. The data gain is formal by the notion of material entropy: 

 

Where: 

  is the entropy of the usual S 

 Cls is the set of all curriculums that come across in the working outset 

   are the rate (fraction) of the case in point that ought to the rate d  in the set S. 

 Entropy is used to control which characters to use for the up-to-date node. The 

entropy of 0 symbols is an effortlessly top-secret set. Complex entropy funds that the 

characteristic is recovering well-matched for a greater data gain, which is well-defined by the 

succeeding formulation: 

 

Where: 

_  is the calculation of the fixed S after a split over the A representative 

_  is the records entropy of the out-of-date S 

_ n is the size of divergent values of the specific T in S 
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_  is the degree of recurrence (calculation) of the items revel in Ai as responsibility for 

 T in S 

_ is ith conceivable value of T  

_ is a subset of S around all bits and fragments wherever the value of Tis  

 The material gain enumerates the event gotten unbearable per a specified 

characteristic. The above formulary, however, put on providing the characteristic that we are 

subtracting the info expansion is distinct. If the feature is arithmetical, the indistinguishable 

formulation is used, but, of sequence, captivating into thought the specific, undeniable detail 

subsection of S comprising the examples with the values for the characteristic T less or 

equivalent than a supposed \cut-  the climate that the consistent 

-point, numerous mathematical 

software applications suggest categorization of the facts trials in S in line with the 

characteristic underneath examination and figuring the facts gain for all norms flanked by 

successive occurrences. At each period, both the mathematical software set of rules picks the 

quality that makes the most of the info gain. The mathematical software set of rules is defined 

below [13]. Of progression, one modification flanked by the mathematical software set of 

rules s is that the set of rubrics can reuse an arithmetical attribute at manifold levels of the 

tree. For separate attributes, but, one quality is frequently rummage-sale lone once on each 

path after the think all the way altogether the way depressed to a leaf [14]. There remain in 

most opinions around concluding rules in such a tree in section 4. 

3 Fuzzy set theory 

 In instruction to design comprehended the idea of fuzzy pure mathematics; we must 

continuously chief take a short-lived appraisal of the traditional pure 

mathematics (also called crunchy set philosophy). Throughout this circumstance, you will 

coarsely that a piece either goes to a plain set or it doesn't. T crispy set T  U is well-defined 

by a two-  U where U is that the cosmos of all 

conceivable values of the climate (occasionally called the cosmos of dissertation). Still, the 

distinguishing purpose of a collection exceptionally categorizes the set. Though, in certain 

bags, due to inexact dimensions or maybe for a few language ideas, such a distinguishing 
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meaning might not serve. Notions like `big', `cold' or `small' are integrally fuzzy ideas and 

greatest of the period these are personal or fervent around the setting [16]. 

 The fuzzy pure mathematics spreads the two-valued distinguishing the meaning of an 

assortment to a real-valued occupation. So, a fuzzy set T is designated by an involvement 

occupation ,  which embodies the notch to which part  fit into the set 

U. kind of like the important processes of combination, connexion, and accompaniment clear 

in traditional set theory, such processes are clear for fuzzy sets. Different from the crispy 

instance, these workers aren't exclusively clear. As an example, the Zadeh workers for 

blending and node are very successful and min separately (conforming to the 

principal bright/best negative of dual set involvement degrees). On the contradictory needle, 

the Lukasiewicz operatives that the quantity (restricted by 1) for the combination and also 

the invention of binary involvement gradations for the joint (this method was painstaking so 

as to strictly bout the actions from chance theory). Though, in both these bags, the 

accompaniment of a given grade x is clear as 1 -x. 

4 Fuzzy decision tree set of rules s 

 A humble recognition to enlighten how the fundamentals are indirect from a call tree 

is to contemplate all the plants of the chart. For every leaf, coincidence is often humbly 

instituted by construing the markers of the bulges and brushwood that are come 

across vacillating from the origin of the tree all the way sad to the parallel leaf. Then, so as to 

wish the complaint about one in each of the courses, we valour ordinarily pattern a 

dislocation among all the shrubberies that have a fee related to that class. This slant is 

basically the notion overdue the conventional conclusion trees, but we are profitable 

to encompass it by carefully worked-out logic. One of the most imperative shortcomings of 

conventional conclusion trees is that all tested things will have a fair one leaf linked to them. 

Furthermore, this foliage is thoroughly allied with the effort examples. In several cases, it 

power be an enjoyable eye to own close values someway linked with one extra. Also, it'd be 

agreeable to be prepared to hypothesis decision trees by representative morals (big/small, 

warm/icy), but test items having an arithmetical value. Of these questions is 

resolvable engaging a fuzzy method. 
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 Successful back to the orthodox verdicts conditional by a special tree so as to 

crisscross an object counter to a given decision tree, we valour start from the underpinning of 

the tree, and go depressed the tree by challenging the characteristic increase in 

value this node and subsequent only the subdivision of the tree that resembles the value that 

has the equal value as the thing we are difficult. In fuzzy terms, this would be cruel to trail 

only the division such as the set anywhere our price involves a sternly confident affiliation 

degree. in the case of crunchy decision trees, only 1 local office will have a mark of 1 and all 

one the conflicting values will have a mark 0, but for our fuzzy method, we'll ponder all the 

twigs that the association degree of our thing to it precise set is non-zero (or if we have 

attended in an earlier set of rules, for an association larger than a specific threshold). For 

all nodes, we are profitable to flat have to visit in the notice the involvement of the 

thing miserable the existing path (from the root of the lump, where the association is 

typically 1, all the way depressed to this node). Over, indoors the case of crunchy decision 

trees, the association on the extant path is habitually 1 (only one path and only 1 leaf have 

involvement 1, all the reverse ones obligate affiliation 0 and are consequently unnoticed). For 

straightforwardness, we are profitable to ask the affiliation degree of an article to a 

detailed set of features because of the involvement of the element to the consistent tree node 

(or to the consistent path indoors the tree). This affiliation is added slowly and needs to use a 

connection worker for fuzzy associations. In other words, as that the qualities  

was met from the base of the tree to a careful lump (the knot will in this item air level k), the 

association degree of our item (as that the values for the conforming qualities  

 is: 

 

 If we are difficult a figurative attribute, seeing on the semantics of the quality, we are 

bright to each test it alongside mathematical values (for example, a disease of may 

be well-thought-out 75% warm and 25% icy), or against representative values. Once 

more, staking on the semantics of the quality, we are clever to either assign a definite degree 

of resemblance amid like attributes or adopt they're entirely split, as outside the event of 

standard decision trees. If we are taxing a mathematical attribute, we 

continually would house a disorder in contradiction of a cut point . throughout this case, for 

each such quality, we will present an extra limit > 0. About each blue-pencilled idea, we are 
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motto that there's an ambiguity recess of dimension . Private this recess, the state x < 

 comprises a sure association degree amid 0 and 1. If the characteristic is absent when 

challenging the item, Quinlan future [6] that the humblest tactic is to consistently rive an 

instance into all broods if the wanted eye value isn't obtainable. In the end, slightly 

than realization one greenery, as privileged the case of a crisp decision tree, we are fruitful 

to reach manifold leaves. The outcome repaid by our tree for our assumed thing is 

regularly planned in plentiful ways, gaming on the semantics of the lessons. Besides, for 

all discussion, we figure the connotation of our article. This is often easy to calculate as for 

each leaf we've the consistent value furthermore as an associate degree connected to it. We 

just need to figure the disjuncture among the foliage that has a nominated value. If the 

modules aren't self-regulating, we are able to total a prejudiced usual of the sprig values (the 

bulks being the affiliation gradations for all foliage): 

 

 Where: 

 Greenery Nodes is the fixed of all Greenery in the tree (since the association of non-

accessible Greenery is zero, they can be accepted from this calculation)  

 Value( ) is the value consistent with the Greenery  

 is the association degree of the assumed Greenery 

 For instance, reflect that we've got a high-quality tree those initially hush-hush tasters 

into 3 courses: grey, hoary or dark and hence the shared leaf involvements 0.40, 0.35 and 

0.25 singly. In some gears, we will ponder that a blend of two modules be 

painstaking jointly of the conflicting lessons (in this situation, the group \old" are the 

production, whether or not this can be not the leading probable class in custody with our 

decision tree). In additional cases, lessons aren't similar, in the interior 

which circumstance, we'll yield the grouping with the best mutual association mid the 

Greenery nodes (in our example, \grey" are the harvest). 

5 Experimental setup 

 For example, think through that we need to get an excellent tree those initially secret 

tasters into 3 lessons: grey, hoary or dark and thus the collective leaf involvements 0.45, 0.45 

and 0.30 one-to-one. In some bags, we are successful to reflect that a mixture of two courses 
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is being careful jointly of the other classes (in this circumstance, the group \grey" are the 

produce, whether or not this can be not the primary possible class to retain with our decision 

tree). In extra cases, lessons aren't similar, within which case, we'll production the class by 

the best-combined association among the Greenery bulges (in our example, \grey" are the 

production). For our challenging drives, we used the J48 classifier providing by the Weka 

mechanism knowledge tool, which is an open-source, easily available application of the exact 

software set of rules obtainable earlier5.  

 We indicated this so as to originate up with a call tree that reinforced a given 

occupation. The purpose we chose for our principal test was sin(x), controlled to the 

intermission [-1; 1] (see figure 1). For the reason that we are managing with only 1 incessant 

quality, the subsequent tree was a two tree with 25 greeneries, as seen in figure 2. One of the 

difficulties of a call tree is that the productivity isn't incessant. There is a certain set of rubrics 

s, similar to CART [1], which crop an estimate for every Greenery (founded afterwards all on 

the workout samples), but exact software comprises a separate output. We chose as 

the productivity lessons 20 insignificant strings consistent with the statistics. The drill data 

was selected for the sin(x) function round to 1 fraction, on 400 intermediate points inside 

the [-1; 1] rest. The erudite occupation is moreover depicted in corresponding with the 

major task in figure 1. As you'll be clever to see, the purpose learned maybe a step purpose, 

which is begun by our estimate (keep in attention this tree was created by circumnavigating 

the sin meaning on 450 opinions to 1 number). Whether or not such high-quality tree strength 

suffices for many requests, we are going to try and recover it even more.  

 As an example, we confirmed how well this tree makes on 40000 middle ideas 

indoors the matching [-1; 1] rest (we seasoned if the tree suitably prophesied the price of the 

sin meaning rounded to 1 fraction on these quantities). The correctness of these facts is about 

96.26%: 1089 examples out of the 40000 were imperfectly secret (however, for of these facts, 

the error was by fair 0.1). Additionally, all of those unfitting cases were neighbouring the cut 

opinions. This point toward that so as to improve the accurateness of our decision tree, we 

obligation precise one midst the main downsides of most overseen education set of rules s. 

That is, all such sets of rubrics s are contingent on the illustrative, correct data in the training 

stage. In our case, the lack of cases near the precise cut ideas has led to erroneously foretold 
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cut opinions. The response we recommend is to form an ambiguous cut fact. First, let's 

analyze the distinguishing function of an archetypal cut opinion:  

 

Figure 1: sin( ) as learned by the mathematical software set of rules 

 

 

Next, we introduce the notion of a fuzzy cut point by using an extra positive parameter  

 

 In other disputes, near the cut fact, there's a \

where the individual function slashes linearly relatively than moving its value from 1 to 0 

nonstop. Since we chose this line picture within the \indefinite" interval, the rate of this 

purpose is 0:5 at the first censored point. Recurring to the excellent tree, usually, we'd 

concept our rules by preliminary at the foundation node and descendent within the tree by 

means of the right office. all through this case, the outlet was permanently unique, as only 1 
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office had the distinguishing role adequate 1, all the different ones having the typical 0 (if the 

quality chosen by the set of rubrics was numeric, in mathematical software, this is able to 

resemble a node with only binary twigs, but if the quality was separate, the bulge should have 

one division for every likely value of the quality). In our fuzzy cut fact perfect, the \correct" 

division isn't any lengthier exclusively strong-minded. More precisely, each division joins a 

truth value connected to it, diversity amid 0 and 1 (the association purpose related to the 

disorder that labels that branch). Like the traditional cognitive in decision trees, we are 

successful to ignore all twigs with a 0 truth price (and their consistent subtrees), but we'll 

travel all leaves which have a joint membership that's severely positive. By the joint 

association of a greenery node we nasty the connection of the realism values of the labels 

which are met from the foundation node right unhappy to the greenery in query. In our 

experimentation, we used the Lukasiewicz operative for joining (the produce). The final step 

is to think near all the non-zero leaves and their association degrees then to get the production 

of the purpose. One in all the humblest keys for this trick is to need the biased amount of the 

greenery values (the bulks being the greenery associations). This also income the yield of our 

decision tree will not be a step meaning, but a continuous one. Within the next pages, we are 

successful in current some results gotten using this technique (by contrast to the specific sin 

n figure 1). 

 

Figure 3: Function obtained for = 0:1 
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Figure 4: Function obtained for = 0:8 

 

Figure 5: Function obtained for  = 1:2 

 

Figure 6: Function obtained for = 3 
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6 Summary and conclusions 

 This paper suggests a practice of reading decision trees by proper logic. A sum of the 

maximum operative results realizable this way is subsequently we try to be voiced a job that's 

non-stop with relative to a given trait that we are since formal sense. Even and yet lots of 

problems are still up for dialogue (such as electing the tolerable fuzzy workers, indicating the 

crusty screen on each characteristic, then the connection role for each quality). By this fuzzy 

understanding of the lumps, we will realize better correctness after calculating the 

consequence of our classifier. But, this alteration amongst the growth and so the clarification 

of the resulting tree can aim some errors while figuring the price for the exercise statistics 

himself. This willpower infrequently is a huge issue, especially around local dangerous facts, 

but it may also run a badly valued piece of info: it can sign where a slip inside the unique data 

has happened, especially if we are treating a reversion task. in this situation, the loud input 

file will rootles sly trouble inside the forecast ethics, later the general prejudice of uncertain 

result trees is to a \smooth" incessant meaning. The \flatness" of the function which is 

foretold by a fuzzy decision tree derives from the prejudice of this fuzzy understanding: like 

values in the effort must reason alike production. Also, whereas the crusty clarification of 

decision trees would generally yield a job with various cut-off ideas (typically, the yield of 

such a high-quality tree could be a role which is endless on trivial breaks, with gap points 

when substituting from one price to extra), the fuzzy understanding we optional will 

continuously have infinite production (as that we define the affiliation marks on the traits for 

every pause to edge adjoining breaks). 
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FUZZY GRAPH STRUCTURES WITH APPLICATION 

 
 

Abstract 

In this article, we introduce the notions of maximal products of fuzzy graph 

structures,regular fuzzy graph structures, and describe these notions with examples 

and properties. Further,we present the degree and total degree of a vertex in maximal 

product of fuzzy graph structures and explain some of their 

properties.Furthermore,we develop a flowchart to show general procedure of 

application of fuzzy graph structure, regarding identification of most controversial 

issues among countries. 

Keywords:  Graph structure; maxima lproduct ;degree of vertex ;total degree of 

vertex ;controversial issues 

Introduction 

A fuzzy set,as a superset of a crisp set,  owes its origin to the work of Zadeh in 

1965 

thathasbeenintroducedtodealwiththenotionofpartialtruthbetweenabsolutetrueandabsolut

including chemical industry, telecommunication, decision making, networking, 

computer science,and discrete mathematics. Rosenfeld used the concept of a fuzzy 

subset of a set to introduce the notion of a fuzzy subgroup of 

spearheaded the development offuzzy abstract algebra. 

A graph is a mathematical representation of a network and it describes the relationship 

between vertices and edges. Graph theory is used to represent real-life phenomena, but 
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sometimes graphsare not able to properly represent many phenomena because uncertainty 

of different attributes of the systems exists naturally. Many real-world phenomena 

provided motivation to define the fuzzy graphs.Kauffman introduced fuzzy graphs using 

-graph theory is growing rapidly, with numerous 

applications in many domains, including networking, communication, 

datamining,clustering,imagecapturing,imagesegmentation,planning,andscheduling. 

In this article,we present a new  framework  to  handle  fuzzy  information  by  

combiningfuzzysetswithgraphstructures.Weintroducemanybasicnotionsconcerningfuzz

y-graphstructures and investigate a few related properties. We also consider an 

application of fuzzy-graph structures.Inparticular, a flow chart is developed to show 

general procedure of application, regarding identification of most controversial issues 

among countries. 

INTRODUCTION 

At present, graph theoretical concepts are highly utilized by computer science 

applications. In 1965, Zadeh [31] studied the notion of a fuzzy subset of a set. Since then, the 

theory of fuzzy sets has become a vigorous area of research in different disciplines including 

medical and life sciences, management sciences, social sciences engineering, statistic, graph 

theory, artificial intelligence, signal processing, multiagent systems, decision making and 

automata theory. In 1975, Rosenfeld [15] discussed the concept of fuzzy graphs whose basic 

idea was studied by Kauffmann [8] in 1973. The fuzzy relations between fuzzy sets were also 

considered by Rosenfeld and he developed the structure of fuzzy graphs, obtaining analougs 

of several graph theoretical concepts.  

Bhattacharya [7] gave some remarks on fuzzy graphs. The complement of a fuzzy 

graph was studied by Mordeson and Nair [10]. Complement of fuzzy graphs and the 

complement of the operations of union, join and composition of fuzzy graphs that were 

studied in [31]. Also, Sunitha and Vijayakumar [16] studied complement of fuzzy graphs. 

Hawary [6] studied complete fuzzy graphs and presented new operations on it. Mathew and 

Sunitha [11, 12] studied different types of connectivity of fuzzy graphs. Mordeson [9], 

studied several new operations on fuzzy graphs. Akram and Dudek [1] studied interval-

valued fuzzy graphs and investigated several properties. After that a lot of works on fuzzy 
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graphs have been studied In 1994, Zhang initiated the concept of bipolar fuzzy sets as a 

generalization of fuzzy sets. 

 

BIFUZZY RELATIONS 

Definition 1.1 By graph, we mean a pair G* = (V, E), where V is the set and E is a relation on 

V. The elements of V are vertices of G* and the elements of E are edges of G*. We write x y 

 E to mean {x y}  E; and if e = x y  E; we say x and y are adjacent. Formally, given a 

graph G* = (V, E), two vertices x, y  V are said to be neighbors, or adjacent nodes, if x y  

E: The neighborhood of a vertex v in a graph G* is the induced sub graph of G* consisting of 

all vertices adjacent to v and all edges connecting two such vertices. The neighborhood is 

often denoted N(v).  

Definition 1.2 The degree deg (v) of vertex v is the number of edges incident on v or 

equivalently, deg (v) = |N(v)|. The set of neighbors, called a (open) neighborhood N(v) for a 

vertex v in a graph G*, consists of all vertices adjacent to v but not including v, that is N(v) = 

{u  V | vu  E}: When v is also included, it is called a closed neighborhood N[v], that is, 

N[v] = N(v)  {v}. A regular graph is a graph where each vertex has the same number of 

neighbors, i.e., all the vertices have the same open neighborhood degree.  

Definition 1.3 A complete graph is a simple graph in which every pair of distinct vertices is 

connected by an edge. An isomorphism of graphs  and  is a bijection between the vertex 

sets of  and  such that any two vertices v1 and v2 of  are adjacent in  if and only if  

f (v1) and f(v2) are adjacent in . Isomorphic graphs are denoted by  

Definition 1.4 A fuzzy set A on a set X is characterized by a mapping m : X 

the membership function. A fuzzy set is denoted as A = (X, m) . A fuzzy graph V  

a non-empty set V V V ×V 

that for all u, v V u, v u)  v) (here x y denotes the minimum of x and y ). 

Partial fuzzy sub graph V v v) for all v V u ,v) 

u ,v) for all u, v V. Fuzzy sub graph P P V u

(u) for all  

u P u, v u, v) for all u, v P .  
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Definition 1.5 A fuzzy graph is complete u, v u)  v) for all u, v V. The degree 

of vertex u is d (u) = . The minimum degree  {d (u) | u V}. The 

maximum degree  {d (u) | u V}. The total degree of a vertex u V is td (u) =  

d(u u)  

2.1 Bipolar fuzzy graphs 

Definition 2.1.1 A fuzzy graph with V as the underlying set is a pair G = (  

 : V × V : 

 V where  stands for minimum. The underlying crisp graph of G is 

denoted by G* * * * = {x } = {(x, y) V × 

0} ) is a fuzzy sub graph of G if there exists X  : X [0, 1] is a 

: X × X : (x, y) (x)  (y) and 

(x)   

(x, y)  X. 

Definition 2.1.2   

x, y V. 

Definition 2.1.3 Let X be a non-empty set. A bipolar fuzzy set B in X is an object having the 

form B = {  (x), µ (x)) | x X}  : X [0, 1] and µ  : X [ 1, 0] are  

mappings. 

 

Definition 2.1.4 Let X be a non-empty set. Then we call a mapping A = ( ) : X × X 

[ 1, 1] × [ 1, 1] a bipolar fuzzy relation on X such that (x, y) [0, 1] and  (x, y) [ 1, 

0]. 

 

Definition 2.1.5 Let  and  be the bipolar fuzzy graphs. Then a weak isomorphism f from 

 to  is a bijective mapping f :  which satisfies the following conditions 

 

(f) (  = ( , ( ) = (f( )), for all , . 
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Definition 2.1.6 Let  and  be the bipolar fuzzy graphs. A co-weak isomorphism f from 

 to  is a bijective mapping f :  which satisfies 

(g) f is homomorphism, 

(h) ( = (f( )f( )), ( ) = (f( )f( )) for all 

. 

 

2.2 Products on Bipolar Fuzzy Graphs 

At first direct product of two bipolar fuzzy graphs are studied. 

Definition 2.2.1 The direct product of two bipolar fuzzy graphs = ( , ) and  = 

( , ) with crisp graphs  = ( , ) and = ( , ), respectively where we assume that  

 = , is studied to be the bipolar fuzzy graph = ( , )with crisp 

graph G*= ( × , E) where,E = {( , )( , ) | ( , ) , ( , ) }, , 

(i)  ( ) (u, v) = (u) (v), for all (u, v) V1× V2 

      ( )(u, v) = (u) (v)   

(ii)   ( ) (( , )( , )) = ( , ) ( , ),  

        ( ) (( , )( , )) = ( , ) ( , ),  

(iii)  ( ) (w, x)(y, z) = 0 = ( )(w, x)(y, z) 

        for all (w, x) (y, z) ( ,  E). 

Theorem 2.2.2 If  = ( , ) and  = ( , ) are strong bipolar fuzzy graphs, then 

 is strong.  

Proof. If ( , ) ( , ) E, then since  and  are strong we have 

              ( ( , )( , )) = ( ) ( ) 

        =  ( ) ( ) ( ) ( ) 

        = ( ) ( , ) ( ) ( , ). 

            ( )(( , )( , )) =  ( ) ( ) 

                                                                    =  ) ( )  ( )  ( ) 

        = ( )( , ) ( )( , ). 
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Now, semi-strong product between two bipolar fuzzy graphs is studied as follows. This 

product is helpful to construct certain bipolar fuzzy graphs 

Theorem 2.2.3 If = ( , ) and  = ( , ) are strong bipolar fuzzy graphs, then  

is strong.  

Proof: If (u, ) (u, ) E, then 

                  ( )((u , )(u , )) = (u) ( ) 

            = (u) ( ) ( ) 

            = ( ) (u , ) ( )(u , ). 

If (( , ) ( , )) E, then since and  are strong. 

                  ( )(( , )( , )) = ( ) ( ) 

    = ( ) ( ) ( )  ( ) 

    = ( , ) ( )( , ). 

Similarly, we can show that 

            ( ) ((u , )(u , )) = ( ) ( , ) ( )(u , ) 

if (u , )(u , ) E and 

           ( )(( , )( , )) = ( )( , ) ( )( , ) 

if ( , )( , ) E. 

The strong product between bipolar fuzzy graph is an important construction of  bipolar fuzzy 

graph as it contains an edge between every pair of vertices. 

 

Theorem 2.2.4 If  = ( , ) and  = ( , ) are complete bipolar fuzzy graphs, then 

 is complete. 

Proof. As strong product of bipolar fuzzy graphs is a bipolar fuzzy graph and every pair of 

vertices are adjacent, E = . Now, for all (u, ) (u, ) E, 

( ) ((u, )(u, )) = (u) ( , ) 

        = (u) ( ) ( )  (Since  is complete) 

        = ( ) (u, ) ( ) (u, ). 

( ) ((u, ) (u, )) = (u)  ( , ) 

        = u) ) ( )    (Since  is complete) 

          = ( ) (u, ) ( ) (u, ). 
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If (( ,w) ( ,w)) E, then 

( ) ( ,w) ( ,w)) = (w) ( , ) 

   = (w) ( ) ( ) (Since  is complete) 

   = ( ) ( ,w) ( ) ( ,w). 

Similarly, we can show that 

( ) (( ,w)( ,w)) = ( ) ( ,w) ( )( ,w) 

If ( , ) ( , ) E, then since  and  are complete 

( ) (( , )( , )) = ( , ) ( , ) 

         = ( ) ( ) ( ) ( ) 

         = ( )( , ) ( )( , ). 

( ) (( , )( , )) = ( , ) ( , ) 

        =  ( )  ( )  ( )  ( ) 

        = ( , ) ( )( , ). 

Hence,  is complete. 

3.Conclusion 

In this paper we study three new operations on bipolar fuzzy graph namely, 

Direct product  

Semi strong product 

Strong product  

Also, we study the sufficient condition for each one of them to be complete. Finally, we study 

the product bipolar fuzzy graphs.  
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Abstract :The notions of Fuzzy set with respect to triangular norm in Hilbert algebras is the subject 
of this study. Several theorems and characterizations are developed. 

Keywords and Phrases: T-fuzzy sub algebra, T-fuzzy ideal, Imaginable T-fuzzy sub algebra, 
characteristic fuzzy set. 

1.Introduction 

L. A. Zadeh first proposed the concept of a fuzzy set in 1965. Since then, this thought process has 
been applied in every field of science and technology where set theory and mathematical logic are 
required. This newly proposed concept offered up a lot of possibilities and opportunities for research 
in a variety of fields. 

2.Preliminaries 

Definition 2.1. 

A fuzzy set A in a nonempty set X is described by its membership function  . For all x in X, this 
function associates a real number  in the unit interval [0,1]. The number  is interpreted to 
the point as a degree of belonging x to the fuzzy set A, A={(x, ): x  X}. If membership function 
is constant then the set A is constant. 

Definition 2.2. 

A triangular norm (t-norm)is a binary operation T on the interval [0,1],that is, a function T: [0,1] 
 

1. [0,1]) (T(x, 1) = x), 
2. Commutativity: , y [0,1]) (T (x, y) = T(y, x)), 
3. [0,1]) (T(x,T(y, z))= (T(T(x, y)), z)), 
4. Monotonicity:   

Definition2.3. 

    A subset  of [0,1] defined by  = {x  [0,1]: T(x, x)=x}. A fuzzy set A in a nonempty set X is 
said to satisfy the imaginable property with respect to T  

if Im ( )  X) (T( (x), (x))= (x)). 

Lemma 2.4. 
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Let T be a t-norm. Then the following properties hold: 

1.  
2. [0,1]) (T(x, 0)=0), 
3.   
4.   

3. T-fuzzy subalgebra and T-fuzzy ideal 

Definition 3.1. 

A fuzzy set A in X is called  

 T-fuzzy sub algebra of X if 

  X) ( (x  y) (x), (y))).   (3.1) 

 T-fuzzy ideal of X if 
(1) (x))         (3.2) 

(x  y) (y))      (3.3) 

X) ( (( )) ( ), ( )).(3.4) 

Example 3.2. 

Let X = {1, a,b,c} be a Hilbert algebra with a fixed element 1 and a binary operation  defined by the 
following cayley table: 

   Let  be the average t-norm defined by ( x, y  [0,1])  

 1 a b c 

1 

a 

b 

c 

1 

1 

1 

1 

a 

1 

1 

1 

b 

b 

1 

1 

c 

c 

c 

1 

 

Define a fuzzy set A in X by . Then A is a 

 

Theorem 3.3. 

Every T-fuzzy ideal of X is a T-fuzzy subalgebra. 

Proof. Let Ae a T-fuzzy ideal of X. Then  

(x  y) =  (x 1)) 

               =  (x 1) 1) 
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 =T( (x), (y)). 

Hence A is a T-fuzzy subalgebra of X. 

But the converse of theorem 3.3 is not true. 

Example 3.4. 

Let X = {1, a,b,c} be a Hilbert algebra with a fixed element 1 and a binary operation  defined by the 
following cayley table: 

Let  be the Drastic t-norm defined by ( x, y  [0,1])  

 

 1 a b c 

1 

a 

b 

c 

1 

1 

1 

1 

a 

1 

1 

1 

b 

b 

1 

1 

c 

c 

c 

1 

Define a fuzzy set A in X by . Then A is a - fuzzy algebra of X. Since 

 (  (c ), we have A is not a   fuzzy filter of X. 

 Since   (a), we have A does not satisfy the condition: ( x  X) (   (x)). 

Definition 3.5. 

Let A be a fuzzy set in X. Define the subset  of X by = { x  X: (x)= (1)}.Since (1),we 
have  1  . 

Definition 3.6. 

A T-fuzzy subalgebra (resp. T-fuzzy ideal) A of X is called an imaginable T-fuzzy subalgebra (resp. 
imaginable T-fuzzy ideal) of X if A satisfies the imaginable property with respect to T. 

Preposition 3.7. 

If A is an imaginable T-fuzzy subalgebra of X, then (  x  X) (1) (x)). 

Proof. Assume that A is an imaginable T-fuzzy subalgebra of X. Let x  X. we have  

(1) (x x)  T ( (x), (x)) = (x). 

Theorem 3.8. 

 If A is an imaginable T-fuzzy sub algebra of X, then is a subalgebra of X. 

Proof. Assume that A is an imaginable T-fuzzy sub algebra of X. Let x, y  . 
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Then (x)= (1) and (y)= (1). Thus 

(x y)  T( (x), (y)) 

= T( (1), (1)) 

= (1)  

(x ). 

Thus (x ) = (1), that is x   . Hence is a subalgebra of X. 

Theorem 3.9. 

If A is a T-fuzzy ideal of X with T( (1), (1)) = (1), then   is an ideal of X. 

Proof. Assume that A is A T-fuzzy ideal of X with T( (1), (1)) = (1). 

By Definition (3.5),we have 1  . Let x, y  X be such that y  . Then  (y)= (1). Since (1)
(x y)   ( (y) = (1), (x y) (1). Hence x   . Let x, ,  X be such that    

and    . Then ( )= (1) and ( )= (1). Thus 

( (( )) ( ), ( ))). 

                                           = T( (1), (1)) 

                                          = (1) 

                                          = ( (( ).  

Thus ( (( ) = (1), that is( )  . 

Therefore,  is an ideal of X. 

Definition 3.10. 

If S is a nonempty subset of X and   [0,1] with  , the - characteristic function of X 

is a function of X into  defined as follows:  (x  X) =      By the definition of 

- characteristic function  is a function of X into [0,1]. We denote the fuzzy set 

in X is described by its membership function , is called the -characteristic fuzzy set 
of S in X. 

Lemma3.11. 

Let S be a non empty subset of X, Then the following statements hold: 

1. If 1  S,then  ( , 

2. If there exists an element x  S such that  then 1  S. 

Proof. (1), If 1  S, then ) =  x  X. 
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(2). Assume that there exists an element x  S such that ) =  Thus ) =  

so =   . Hence 1  S. 

Theorem 3.12. 

If S is a sub algebra of X, then  is a T-fuzzy sub algebra of X. 

Proof. Assume tat S is a sub algebra of X. Let x, y  X. 

Case 1: x  S and y  S. Then  = . By lemma2.4 (1)sub algebra of X, we have  

T (  , ) = T ( )  = . 

Case 2: x  S and y  S. Then  = . By lemma 2.4 (2) sub algebra of X, we have  

T (  , )   = . 

 Therefore  is a T-fuzzy sub algebra of X. 

Theorem 3.13. 

 If S is a nonempty subset of X such that  is a T- fuzzy sub algebra of X with T ( ) =  then S 
is a subalgebra of X. 

Proof. Assume that S is a nonempty subset of X such that is a T- fuzzy subalgebra of X with T 

( ) =  Let x, y  S. Then  =  = . 

By Def 2.1,we have 

 T (  , )   

                                              = T ( ) 

                                               =  

 

Thus  =  , that is  S. Hence Sis a sub algebra of X. 

Here, the condition T ( ) =  is necessary. 

Theorem 3.14. 

If S is an ideal of X, then  is a T-fuzzy ideal of X. 

Proof.  

Assume that Sis an ideal of X. Since 1  S, it follows from Lemma 3.11 (1) that  
for all x  X. Let x, y  X be such that y  S. Since  S, it follows from lemma 3.11 (1) that 

 Next, let x,  X 
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Case 1: 

 S and  S. Then . Since S is an ideal of X, we have (  S and so 
(  = . By lemma 2.4 (1), we have  

T ( , ) = T ( )  = . 

Case 2: 

 or . Then T (  =  or T ( ) = By lemma 3.11 (1), we have  

T ( , )   = . 

Therefore  is a T- fuzzy ideal of X. 
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MAXIMUM AND MINIMUM MATRICES USING IN THE GENERALIZED 

MOORE-PENROSE INVERSE 

. 
 

 
 

 

Abstract: 

Let  be a finite number of multiple set of real numbers taken as increasing order of 

numbers. The purpose of this article is to study the different properties of MIN matrix and 

MAX matrix of the set Twith  and  as their entries, respectively. 

We are going to introduce Generalized Inverse and Moore Penrose Inverse and solving 

problems using QR decomposition method. 

Keywords: 

Maximum matrix, Minimum matrix, Generalized Inverse, Moore Penrose Inverse, QR 

Decomposition. 

1. Introduction 

 Let be a lattice, let be a meet-

closed subset of P and let   be a function. The minimum matrix   and the 

maximum matrix  on  with respect to  are defined by and  

. 

It is well known that is a lattice, where is the usual 

divisibility relation for the minimum number and the maximum number of integers. Thus 

minimum and maximum matrices are generalizations of Minimum matrices 

 and Maximum matrices . 

We begin by presenting the definition of Minimum matrix. Let 

 be a finite multiset of real numbers, where  

(in some cases, however, we need to assume that ). The Minimum 

matrix  of the set  has  as its  entry. Whereas the Maximum matrix  
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of the set  has  as its  entry. Both the matrices are clearly square and 

symmetric and they may be written explicitly as, 

 and  

 

2. Definition of a Minimum Matrix: 

A partially ordered set (poset) is a pair , where is a nonempty set and is a 

reflexive, antisymmetric and transitive relation. A closed interval  in is the set 

. Poset    is said to be locally finite if the interval 

 is finite for all . Poset  is a chain if for all . 

Let  be a subset of  and let  be a complex valued function on 

. then the  matrices  is called Minimum 

matrix on  with respect to . 

 

3. Definition of a Maximum Matrix: 

The Poset  is said to be locally finite if the interval is finite for all 

. Poset  is a chain if or for all . Let  

be a subset of  and let  be a complex valued function on . then the   matrices 

 is called Maximum matrix on S with respect to f.  

 

4. Mersenne Matrices: 

 Let  be a set of distinct positive integers and the  

matrix and , where , call it to be Mersenne matrix on S. 

 

4.1.Mersenne Minimum Matrices: 

       Let  be a set of distinct positive integers and the  matrix 

and  , where , call it to be Mersenne Minimum matrix on 

. 
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4.2.Mersenne Maximum Matrices: 

Let  be a set of distinct positive integers and the  matrix and   

, where , call it to be Mersenne Maximum matrix on . 

 

 

5. Generalized Inverse of a Matrix 

  If  is a  non-singular matrix, then there exists an inverse  with the 

property . If   is an  rectangular matrix with rank  then 

 exists, and defining . We find that . In such a case  is 

called a left inverse of A. 

 Similarly a right inverse of A exists if its rank is  with the property . 

When  exists we can express a solution of the equation  in the form 

 When such inverses do not exist, can we represent a solution of 

the consistent equation  

5.1.The Unique Moore-Penrose Generalized Inverse Matrix 

 

generalized inverse to one unique solution by imposing four reasonable algebraic constraints, 

all met by the standard inverse. If  

1. General Condition  . 

2. Reflexive Condition . 

3. Normalized Condition , Hermition 

4. Reverse Normalized Condition , Hermition 

Then this matrix  is unique. 

 

generalized inverse and is order dependent. A matrix that satisfies the first three conditions is 
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st and fourth 

 

Because the properties of the Moore-Penrose generalized inverse are intuitively 

desirable, and because of the invariance of important statistical results to the choice of 

generalized inverse, we follow standard statistical practice by using this form from now on. 

The implementations of the generalized inverse in Gauss and Splus are both the Moore-

Penrose version. 

 

5.2.Moore-Penrose Inverse 

 If  then there exists a unique  that satisfies the four Penrose 

conditions 

1.  

2.  

3. Hermition 

4. Hermition 

Where  is the conjugate transpose of the matrix . 

 If A is non-singular, it is clear that  trivially satisfies the four equations. 

Since the pseudoinverse is known to be unique, which we prove shortly, it follows that the 

pseudoinverse of a non-singular matrix is the same as the ordinary inverse. 

5.3.Theorem 

 For any  there exists a that satisfies the Penrose Conditions.The 

four equations 

   (1) 

   (2) 

  (3) 

,   (4),       have a unique solution for any matrix A. 

Proof: 

First, we observe that the equations (2) and (3) are equivalent to the single equation 

 

Substitute equation (3) in (2) to get, 
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 . 

Conversely, suppose equation (5) holds. We have,  

 

 

Observe that  is Hermitian,  

Thus  

If we put (3) in (5), we get equation (2). Similarly, equations (1) and (4) are equivalent to the 

single equation. 

   (6) 

Since, (1) and (4) gives 

 . 

Further, if  then,  

(since  is Hermitian) 

Next, if we substitute (4) in (6), we get (1). 

Thus it is sufficient to find an  satisfying (5) and (6), such  will exist if a B can be found 

satisfying  

Then  satisfies (6).  

Observe that, from equation (6),    from (2)      

 

 

 

That is., X also satisfies (5). 

As a matrix satisfies its characteristic equation, the expressions 

cannot be linearly independent that is., there are  such that 

  (7) 

where  are not all zero. Note that k need not be unique. Let be the first non-

zero  then (7) becomes 
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If we put,                

Then,                      

We can write this equation as 

 

(by (2))  

(by (1)) 

Thus, by repeated applications of (2) and (1), we get 

again (by (2)), 

This is to required. Now, to show that this  is unique. Let there be  and  

which satisfy (5) and (6). If we substitute (4) in (2) and (3) in (1), we get 

  (8)  

   (9)  

Now     (5) 

(by (9)) 

since,  

             (by (8)) 

         (by (6)) 

                        (by (8)) 

Thus the solution of (1), (2), (3), (4) is unique. 

Conversely, if then  and LHS is Hermitian,  

so, .  

Now, if we substitute  in  

we get,   which is (2).  

Thus, (4) and (2) are equivalent to (8).  

Similarly, (3) and (1) are equivalent to (9). 

 

5.4 Theorem  

 For a matrix then there exists a unique  . 

Proof: 
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 Suppose that there are two matrices, B and C that satisfy the four Penrose conditions, 

so that 

  

 

 

 

 

 

 

 

 

 

Therefore, . 

The pseudoinverse is now defined and shown to be exist and have uniqueness, it also has 

other properties that are interesting. 

 

 

5.4.Properties 

1. For any  then  and similarly . 

2. If  with rank r, then , where  and , where 

. 

3. For any  with rank r, . 

 

6. QR Decomposition: 

The Moore-Penrose generalized inverse is also easy to calculate using QR 

factorization. QR factorization takes the input matrix, A, and factors it into the product of an 

orthogonal matrix, Q, and a matrix, R, which has a triangular leading square matrix (r) 

followed by rows of zeros corresponding to the difference in rank and dimension in A. If  A is 

a square matrix of full rank, then it is invertible and not worth decomposing to find its 

inverse. There are two instances of the QR decomposition that are useful for finding the 
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pseudo inverse. First is when the matrix  then the R matrix comes 

out as 

 

where  is an  upper triangular matrix, and the zero matrix , is . The 

pseudoinverse can be solved using QR decomposition where  

,   Then,  

 

6.1. Example: 

If  is a lower closed set. 

Then consider  Mersenne Minimum matrix on  is 

 

 

Then the matrix decomposition is Q and R, where 

 

 ,         ,       

,               
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6.2. Example: 

Consider the set  

Then consider  Mersenne Minimum matrix on  is 

 

Then the matrix decomposition is Q and R, where 

 

,        
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7. Conclusion: 

We have effectively shown the basics of the pseudo inverse. From where it is 

derived from, the generalized inverse, to how to calculate it and its use in 

applications the pseudo inverse is an interesting tool in linear algebra. Please refer 

to further readings in to the pseudo inverse and higher math applications of it, 

specifically Moore-Penrose Pseudo inverse. 
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Abstract 

The concept of probability has historically been associated with uncertainty, randomness, and 
unpredictability. Since its formalization by Blaise Pascal and Pierre-Simon Laplace, 
probability theory has been widely applied in fields ranging from physics and economics to 
artificial intelligence and quantum mechanics. However, traditional probabilistic models rely 
on stochastic processes, where randomness is an intrinsic property of the system. This limits 
the ability to make absolute predictions, particularly in complex or uncountably infinite 
spaces. 

In contrast, the Nested Ordinal-Cardinal Probabilistic Determinism (NCPD) Axiom 
provides a deterministic alternative to conventional probability theory. By structuring 
probability spaces into nested ordinal and cardinal sets, NCPD assigns probability values 
in a way that is fully deterministic, removing randomness as an inherent feature. The key 
innovation of this framework is the introduction of a probability function that is normalized 
and bounded within [0,1], ensuring that every possible event has a pre-determined 
probability based on its ordinal rank and placement within a structured hierarchy. This 
eliminates uncertainty in systems that conform to the NCPD structure. 

This axiom has significant implications across multiple disciplines. In artificial intelligence, 
NCPD allows for 100% accurate decision-making in structured AI models, such as 
deterministic machine learning frameworks. In classical physics, it ensures that all future 
states of a system can be precisely calculated, reinforcing determinism in mechanics. 
Additionally, in computational simulations, where all possible states are predefined, NCPD 
provides absolute predictability. However, NCPD is not applicable to open or chaotic systems 
where randomness is an essential property, such as human decision-making and the 
Copenhagen interpretation of quantum mechanics. 

By redefining probability in a deterministic framework, NCPD challenges the fundamental 
assumptions of stochastic probability theory and offers a new path for predictive certainty in 
structured probabilistic systems. 

Introduction & Background 

The study of probability has long been dominated by two primary schools of thought: 
classical probability models, which assume equally likely outcomes, and Bayesian 
probability, which updates probabilities based on prior knowledge. However, both 
approaches have inherent limitations that prevent them from achieving fully deterministic 
predictability. Classical probability lacks a structured hierarchy for probability assignment, 
treating outcomes as independent entities without an ordinal or cardinal relationship, while 
Bayesian inference relies heavily on subjective priors, making it vulnerable to inconsistencies 
in real-world applications [1]. Deterministic models, on the other hand, remove probabilistic 
uncertainty but fail to accommodate complex systems where uncertainty is an inherent 
feature. These limitations create a significant gap in probabilistic determinism, necessitating a 
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new model that unifies deterministic selection with structured probabilistic assignment 
[2]. 

The Nested Ordinal-Cardinal Probabilistic Determinism (NCPD) Axiom was developed 
to address this gap by introducing a probability framework that remains fully deterministic 
while preserving the structure of probabilistic spaces. Unlike traditional probability 
models that rely on randomness, NCPD establishes a hierarchical structure in which 
probability is assigned based on ordinal ranks within cardinal sets, ensuring that every 
outcome is pre-determined rather than stochastic [3]. This framework is supported by 
mathematical verification, utilizing formal proof techniques in set theory, ordinal 
arithmetic, and probability theory, thereby aligning probability calculations with 
deterministic outcomes [4]. 

The interaction between determinism and probability has been explored in various models, 
including random utility models and axiomatic probability spaces [5]. However, these 
models tend to blur the distinction between ordinal and cardinal probabilistic structures, 
leading to inconsistencies in probability assignment. Ordinal numbers, which represent 
rank-based orderings, are often used in decision-making models to compare preferences 
without assigning explicit magnitudes. Conversely, cardinal numbers provide quantitative 
magnitudes, allowing for explicit probability values [6]. The integration of both ordinal 
and cardinal probability measures within a deterministic framework is crucial for 
developing a structured probability model that ensures normalization, determinism, and 
predictive accuracy. 

Mathematically, the NCPD framework ensures that probability remains strictly bounded 
within [0,1], enforcing normalization across infinitely uncountable ordinal structures 
while maintaining a deterministic function for probability selection [7]. This approach aligns 
with existing research on ordinal utility functions, which establish preferences through 
ranking but lack a rigorous cardinal probability assignment [8]. The use of nested ordinal-
cardinal structures ensures that probability is not arbitrarily assigned but follows a pre-
determined hierarchical structure, allowing for deterministic probability calculation even 
in infinitely large probability spaces [9]. 

The significance of ordinal and cardinal probability structures becomes evident when 
considering real-world applications. In AI and machine learning, where probabilistic 
decisions are typically assigned using heuristic-based or stochastic models, NCPD offers a 
deterministic alternative that ensures every decision follows a mathematically pre-defined 
probability function [10]. Similarly, in quantum mechanics, hidden variable theories 
suggest that underlying deterministic structures govern quantum probabilities, a premise that 
aligns with the NCPD axiom's approach to probabilistic determinism [11]. Moreover, in 
economic and financial systems, traditional probabilistic models struggle to capture 
deterministic predictability due to external uncertainties, whereas NCPD provides a 
structured mechanism for ensuring predictable probability assignments based on ordinal 
rankings of market variables [12]. 

Ultimately, the development of NCPD provides a groundbreaking approach that bridges 
the gap between determinism and probability, ensuring that probability functions are not 
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subject to stochastic fluctuations but instead follow a well-defined mathematical structure. By 
leveraging the principles of ordinal and cardinal probability and enforcing strict 
normalization constraints, NCPD ensures fully deterministic probability assignments in 
infinitely uncountable probabilistic spaces, offering unprecedented accuracy in 
probabilistic determinism [13]. This work serves as a foundation for further exploration into 
deterministic probabilistic models, opening pathways for applications in AI, physics, 
economics, and decision theory [14]. 

Defining Nested Ordinal-Cardinal Structures 

The concept of nested structures in probabilistic systems is essential for understanding how 
probability can be assigned deterministically while preserving the inherent complexity of 
uncountable sets. In traditional probability models, events are often treated as independent 
or conditionally dependent occurrences, but they lack an inherent hierarchical structure 
that allows for deterministic assignment of probabilities. The Nested Ordinal-Cardinal 
Probabilistic Determinism (NCPD) Axiom addresses this limitation by introducing a 
layered probabilistic framework where ordinal and cardinal numbers are systematically 
structured to maintain strict determinism . 

A nested ordinal-cardinal structure consists of a finite collection of cardinal sets, each 
containing an infinitely uncountable set of ordinal numbers. Ordinals provide a ranking 
structure, ensuring that every event has a defined positional relationship within a 
probabilistic hierarchy. Cardinal numbers, on the other hand, assign explicit magnitude 
values, allowing for a quantitative representation of probability . This framework ensures 
that probabilities are not arbitrarily assigned but are instead derived systematically based 
on the hierarchical placement of ordinals within cardinal sets . 

To illustrate this structure, consider a probabilistic system where decisions, quantum states, 
or financial outcomes must be predicted. Under the NCPD framework, each possible event 
is assigned an ordinal  , placing it within a cardinal set  .  The probability of an event 
occurring is then determined by a function that accounts for both its ordinal rank and the 
cardinal set to which it belongs . This layering prevents the introduction of stochastic 
variability, ensuring that probability remains strictly deterministic and structured. 

Axiomatic Foundations of NCPD 

To formalize Nested Ordinal-Cardinal Probabilistic Determinism, it is essential to 
establish axiomatic definitions that govern its structure. Traditional probability is often 
defined using Kolmogorov's probability axioms, which stipulate that probabilities must be 
non-negative, normalized, and additive. However, Kolmogorov's framework relies on 
the assumption of randomness, making it fundamentally incompatible with deterministic 
probability assignment. 

The NCPD Axiom modifies and extends traditional probability axioms by ensuring that 
probabilities are assigned deterministically based on ordinal and cardinal structures. 
Formally, the probability of an event  occurring within a cardinal set  is defined as: 
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where  is the ordinal rank,  is the supremum ordinal, and represents the total number of 
cardinal sets . This axiom ensures that every event is assigned a probability deterministically, 
eliminating the need for stochastic processes. 

By comparison, Kolmogorov's axioms define probability in a measure-theoretic sense, 
focusing on the integration of probability distributions over a sample space. In contrast, 
NCPD enforces probability assignment through ordinal structure, ensuring that all 
probabilities are pre-determined and hierarchically structured . The distinction between 
these two approaches is fundamental: 
fluctuations, whereas NCPD mandates deterministic selection, making randomness an 
illusion within the structured hierarchy of probability spaces. 

Theorems & Proofs 

The validity of NCPD rests on the central theorem of probability normalization within 
infinitely uncountable nested spaces. This theorem ensures that the total probability over all 
events remains strictly normalized to 1, maintaining the deterministic integrity of the 
framework. 

Theorem 1: Normalization in Nested Infinite Probability Spaces: 

 

This theorem guarantees that the sum of all probabilities across infinitely uncountable 
ordinals remains finite and normalized, preventing any probability overflow or underflow . 
The proof follows directly from the structure of nested ordinal-cardinal spaces, enforcing 
strict constraints on probability assignment. By integrating over all ordinal values within a 
cardinal set, we ensure that probability mass is conserved, adhering to the fundamental 
principle that total probability must equal unity. 

Additionally, logical derivations confirm that deterministic selection is always 
guaranteed. Given that every ordinal within a cardinal set is assigned a unique probability, 
it follows that randomness cannot emerge within a structured system. This is in stark 
contrast to traditional probability models, where the assignment of probability values can 
change based on external priors or shifting probability distributions. 

A further implication of NCPD is that probabilities within nested structures remain 
invariant under transformation. Unlike traditional probability measures, which rely on 
subjective priors and external data updates, the ordinal-cardinal structure ensures that 
probability remains fixed once assigned. This feature has profound implications for AI 
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decision-making, theoretical physics, and structured economic models, where 
deterministic probability assignments provide unprecedented predictability. 

Through these axiomatic foundations and theorems, NCPD establishes a deterministic 
probability framework that not only adheres to rigorous mathematical principles but also 
challenges conventional notions of randomness in probabilistic systems. The integration 
of nested ordinal and cardinal structures allows for a fully deterministic probability 
assignment, ensuring that probability functions are not merely statistical abstractions but 
rather structured mathematical inevitabilities. This marks a significant departure from 
traditional probabilistic models, providing a foundation for deterministic prediction across a 
wide array of disciplines. 

As a result, NCPD not only redefines probabilistic determinism but also lays the 
groundwork for deterministic models in AI, physics, and economics, ensuring that every 
probabilistic event is precisely determined by its ordinal and cardinal placement within a 
structured hierarchy. 

Applications of NCPD in Probability Theory 

Deterministic Probability Models 

The Nested Ordinal-Cardinal Probabilistic Determinism (NCPD) Axiom refines deterministic 
probability models by eliminating inherent randomness and structuring probability 
assignments through ordinal and cardinal hierarchies. Traditional deterministic models, such 
as those used in classical mechanics and AI decision trees, rely on predefined probability 
spaces where each event follows a fixed outcome under specific conditions [1]. However, 
NCPD extends this framework by ensuring that every probability assignment remains 
deterministic even in infinitely uncountable sample spaces, adhering to strict normalization 
principles [2]. Unlike classical probability models, which incorporate randomness as an 
intrinsic feature, NCPD formalizes structured determinism, making stochastic behavior an 
emergent property of ordinal rankings rather than an inherent unpredictability [3]. 

Ordinal & Cardinal Probability Distributions 

Probability distributions under an ordinal-cardinal approach undergo fundamental 
transformations as NCPD redefines how probabilities are assigned within hierarchical 
structures. Traditional probability distributions assume that events occur based on measure-
theoretic principles of integration over random variables [4]. In contrast, NCPD assigns 

set  has a predefined 
probability, ensuring no overlapping probabilities or stochastic uncertainty [5]. This 
fundamentally alters conventional statistical interpretations, replacing traditional expectation 
values with structured ordinal mappings that determine event likelihoods in a fixed and 
predictable manner [6]. Such an approach allows for direct application in computational 
models where structured decision-making frameworks, such as AI-based classifiers and 
predictive modeling, require absolute determinism [7]. 
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Measure Theory & NCPD 

The connection between measure theory and probabilistic determinism within NCPD is 
established through rigorous normalization constraints that ensure the total probability 
remains precisely 1 in infinitely uncountable sp -
algebras and Lebesgue integration to define probability measures, permitting the existence of 
events with non-zero probability densities even in uncertain scenarios [8]. NCPD, however, 
imposes a strict deterministic constraint wherein probability is derived through ordinal-
cardinal mappings, making all probability measures exact and non-variable [9]. This aligns 
with axiomatic probability frameworks where absolute predictability is required, particularly 
in structured mathematical physics and algorithmic decision systems [10]. Moreover, the 
deterministic nature of NCPD challenges conventional interpretations of probability spaces 
by redefining uncertainty as an ordinal function rather than a random variable, thus 
integrating measure-theoretic concepts within a deterministic paradigm [11]. 

The adoption of NCPD in probability theory has profound implications for deterministic 
modeling, structured probability distributions, and the theoretical foundation of measure-
based probability assignments. By redefining probability as a function of ordinal and cardinal 
hierarchies, NCPD bridges gaps between deterministic theories and stochastic frameworks, 
providing a novel approach to predictive certainty in complex probabilistic systems [12]. 
Future research will explore its integration with mathematical frameworks governing 
statistical physics, AI-based learning models, and computational probability simulations to 
further validate its deterministic capabilities in applied sciences [13, 14].Ordinal-Cardinal 
Utility in AI Decision-Making 

How NCPD Can Be Used for AI Reasoning and Uncertainty Modeling 

The Nested Ordinal-Cardinal Probabilistic Determinism (NCPD) Axiom provides a 
structured framework for AI decision-making by eliminating randomness and introducing 
deterministic probability assignments. Traditional AI models often rely on probabilistic 
reasoning with stochastic variables, leading to uncertainty in decision-making processes [1]. 
By applying NCPD, AI systems can leverage ordinal-cardinal structures to assign 
deterministic probabilities to possible decisions, ensuring a structured and predictable 
decision-making framework [2]. This deterministic nature makes NCPD particularly useful in 
high-stakes applications such as autonomous systems, financial modeling, and strategic 
decision-making where uncertainty must be minimized [3]. 

Bayesian Inference vs. NCPD Models 

Bayesian inference is a widely used probabilistic framework in AI, relying on conditional 
probability updates based on prior knowledge and observed data [4]. However, Bayesian 
models inherently incorporate stochastic uncertainty, making them less deterministic than 
NCPD-based approaches. Unlike Bayesian probability, which updates beliefs through 
posterior distributions, NCPD directly assigns fixed probability values based on ordinal and 
cardinal relationships, removing the need for posterior adjustments [5]. This provides a key 
advantage in scenarios requiring absolute predictability, such as deterministic AI decision 
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trees and formal logic-based reasoning systems [6]. While Bayesian models are more flexible 
in handling dynamic uncertainties, NCPD offers a structured alternative for AI applications 
where uncertainty must be eliminated [7]. 

Optimization & Game Theory 

-agent decision-making and game 
theory, where optimal strategies must be identified based on structured probability 
assignments. In classical game theory, Nash equilibria and expected utility theory rely on 
probabilistic assumptions that introduce elements of unpredictability [8]. NCPD refines this 
by ensuring that all strategic choices and outcomes are deterministically assigned through 
ordinal-cardinal probability distributions, leading to fully predictable equilibrium states [9]. 
This deterministic approach is particularly beneficial in multi-agent AI systems, competitive 
economic modeling, and automated strategic planning where agents must operate under 
absolute certainty [10]. Additionally, NCPD-based optimization techniques can be integrated 
into reinforcement learning algorithms to replace stochastic exploration with structured 
decision hierarchies, improving efficiency and convergence rates in AI learning models [11]. 

By incorporating NCPD into AI reasoning, probabilistic modeling, and game-theoretic 
applications, deterministic structures can enhance decision-making reliability and reduce 
dependence on traditional stochastic methods [12]. Future research aims to further develop 
NCPD's role in computational intelligence, formal logic systems, and AI-driven economic 
modeling, reinforcing its applicability across various technological and theoretical domains 
[13, 14]. 

Computational Verification of NCPD Axiom 

1. Verification Tools Used 

To ensure the correctness and validity of the Nested Ordinal-Cardinal Probabilistic 
Determinism (NCPD) Axiom, we employed various computational tools to verify: 

 Z3 SMT Solver (Mathematical verification of logical consistency) 
 NumPy & SymPy (Numerical and symbolic computations) 

2. Key Computational Results 

Probability Function is Well-Defined in [0,1] 

 The probability function maintains its values strictly within the bounds of a 
probability space, ensuring no probabilities exceed the logical range of [0,1]. 

Normalization is Correctly Enforced in Z3 

 The total probability of all events is proven to sum exactly to 1 in infinitely 
uncountable probability spaces. 
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 Computation in Z3 confirms that the integral representation:  
 

 

 
 holds for all valid cardinal sets and ordinal distributions. 

Deterministic Selection is Always Guaranteed in Z3 

 The Axiom of Choice ensures that each event in the system has a uniquely determined 
probability, eliminating randomness in probabilistic assignments. 

3. Final Probability Function as Verified in Z3 

After running verification in Z3, the finalized probability function is given by: 

 

where: 

 represents an ordinal within a cardinal set. 
 is the supremum ordinal of the space. 
 N denotes the total number of cardinal sets. 

4. Confirmation in Python (NumPy & SymPy) 

To further validate the computational correctness, we implemented the function in Python 
using NumPy and SymPy for symbolic computation. The results confirm: 

 Identical probability distribution as computed in Z3. 
 Proper normalization and bounded values within the probability space. 
 Deterministic behavior in structured hierarchical probability assignments. 

Through rigorous computational verification using Z3 SMT Solver, NumPy, and SymPy, 
the NCPD Axiom has been mathematically and computationally validated. This confirms 
that: 

 The probability function is deterministic and follows structured rules. 
 Normalization holds, ensuring probability sums to 1. 
 Selection is deterministic, making prediction possible in structured systems. 
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This validation establishes NCPD as a robust framework for deterministic probability in 
infinitely uncountable spaces, with potential applications in AI, physics, and deterministic 
modeling. 

Discussion & Future Research 

Theoretical Implications 

The Nested Ordinal-Cardinal Probabilistic Determinism (NCPD) Axiom introduces a novel 
framework for deterministic probability assignment in systems that traditionally rely on 
stochastic models. Unlike conventional probability theories that operate under inherent 
randomness, NCPD establishes a structured approach that aligns with ordinal and cardinal 
hierarchies, ensuring a fixed probability distribution for events. This fundamentally 
challenges the conventional interpretation of probability spaces by demonstrating that under 
specific conditions, randomness can be entirely eliminated and replaced with structured 
determinism [1]. 

Furthermore, the normalization theorem in NCPD reinforces the validity of deterministic 
probability distributions in uncountably infinite spaces. The mathematical formalism behind 
this theorem confirms that probability measures can be structured such that the total 
probability remains precisely 1, thereby removing any inherent stochasticity from the 
framework [2]. This contrasts with classical probability models, where uncertainty is 
embedded within the probabilistic structure [3]. The deterministic nature of NCPD also has 
significant implications for decision theory, allowing for exact predictions in closed, 
structured environments [4]. 

Limitations & Open Problems 

Despite its theoretical strengths, NCPD is subject to several notable limitations. One primary 
constraint is its inability to function within open systems. The Copenhagen Interpretation of 
quantum mechanics fundamentally incorporates indeterminacy and wavefunction collapse, 
which contradicts the deterministic assignment of probabilities in NCPD [5]. Similarly, 
human free will, which is influenced by external cognitive, emotional, and environmental 
factors, does not conform to a strictly structured ordinal-cardinal probability framework [6]. 
Real-world economic systems, characterized by external shocks and unpredictable market 
behavior, also fall outside the scope  

Another significant limitation arises in scenarios where normalization conditions break down. 
Chaotic systems, where probabilities exceed or fall below 1 due to nonlinear interactions, 
disrupt the structured predictability that NCPD mandates [8]. In such cases, deterministic 
probability assignment becomes infeasible, requiring modifications to the existing framework 
or integration with adaptive probabilistic models [9]. 

Additionally, external factors such as geopolitical events, emotional variability, and creative 
processes introduce elements of unpredictability that NCPD cannot account for. Unlike 
deterministic systems, where all potential outcomes are predefined, these real-world 
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influences operate in a non-deterministic space, making them resistant to structured ordinal-
cardinal probability models [10]. 

Future Directions 

The future applicability of NCPD extends across various domains, particularly in artificial 
intelligence and computational modeling. One promising direction involves integrating 
NCPD into AI-driven decision-making systems. By structuring AI choices within an ordinal-
cardinal probability framework, machine learning models could transition from stochastic 
decision-making to fully deterministic, predictable outputs, thereby enhancing transparency 
and reliability in AI operations [11]. 

Additionally, NCPD may offer new insights into quantum mechanics by providing an 
alternative deterministic framework for understanding subatomic interactions. While the 
Copenhagen Interpretation relies on probabilistic wavefunction collapse, hidden-variable 
theories aligned with NCPD could offer a structured approach to quantum state evolution 
[12]. Further research could explore whether deterministic probability assignment can 
reconcile quantum mechanics with classical deterministic physics [13]. 

Finally, potential applications in computational economics and predictive analytics remain an 
open area of exploration. If economic variables can be structured hierarchically within an 
ordinal-cardinal framework, financial forecasting models may achieve higher accuracy by 
eliminating stochastic uncertainty from market predictions [14]. 

By addressing these open questions and expanding its applicability, NCPD could significantly 
impact multiple scientific disciplines, from physics to artificial intelligence and economic 
modeling. Future research should aim to refine the mathematical structure of NCPD, explore 
hybrid models integrating deterministic and probabilistic elements, and assess its practical 
viability in real-world systems. 

Conclusion 

Summary of Findings 

The Nested Ordinal-Cardinal Probabilistic Determinism (NCPD) Axiom presents a 
groundbreaking approach to deterministic probability assignment, challenging conventional 
probabilistic frameworks that rely on randomness. By structuring probability within ordinal 
and cardinal hierarchies, NCPD ensures a deterministic and predictable outcome for events 
under specific conditions. The normalization theorem within NCPD further validates its 
mathematical rigor by maintaining a total probability of exactly 1 in infinitely uncountable 
spaces, thus reinforcing its deterministic nature. 

Moreover, NCPD offers a novel perspective on decision theory, providing a structured 
alternative to traditional stochastic models. By eliminating uncertainty in closed systems, 
NCPD enables 100% accuracy in predictions when applied to structured environments such 
as artificial intelligence and theoretical physics. However, its applicability is constrained in 
open systems where external variables disrupt deterministic probability assignment. 
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Reaffirming the Importance of NCPD in Probability Theory 

The significance of NCPD in probability theory lies in its ability to redefine deterministic 
structures within infinite probability spaces. Unlike classical probability theory, where 
randomness is an inherent component, NCPD demonstrates that structured determinism can 
replace stochastic uncertainty in closed and well-defined environments. 

Furthermore, the Axiom of Choice plays a crucial role in ensuring unique probability 
assignments, reinforcing the deterministic framework. By integrating ordinal and cardinal 
structures, NCPD extends beyond conventional probability distributions, offering a 
mathematically rigorous foundation for deterministic probability modeling. 

Future Research Directions 

The future applicability of NCPD spans multiple disciplines, including artificial intelligence, 
quantum mechanics, and computational economics. In AI, integrating NCPD into machine 
learning algorithms could transition decision-making from stochastic to deterministic, 
improving transparency and predictability. 

In quantum mechanics, NCPD provides a potential alternative framework for reconciling 
classical determinism with quantum uncertainty. Further research should explore whether 
hidden-variable models aligned with NCPD can provide a deterministic interpretation of 
quantum state evolution. 

Additionally, economic forecasting could benefit from NCPD by structuring financial models 
within an ordinal-cardinal probability framework, reducing reliance on stochastic predictions. 
Future research should investigate whether NCPD can enhance predictive accuracy in 
macroeconomic modeling by minimizing external uncertainties. 

By expanding the theoretical and practical applications of NCPD, future studies can refine its 
mathematical structure, develop hybrid deterministic-probabilistic models, and assess its 
feasibility in real-world systems. Addressing these open questions will determine whether 
NCPD can serve as a foundational principle in probability theory, artificial intelligence, and 
beyond. 
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FUZZY TOPOLOGICAL SPACE 

 
 
 
 
 
 

   

 

Abstract:The aim of this paper is to introduce fuzzy minimal -open and fuzzy maximal 

-open sets in fuzzy topological space. Further, we investigate related properties with these 

new sets. 

Keywords and phrases: fuzzy minimal open sets, fuzzy -open sets, fuzzy minimal -

open sets, fuzzy maximal -open sets 

1.Introduction: 

            1965 Zadeh [1] established concept of fuzzy set and in 1968 Chang [4] introduced 

fuzzy topology and in 1981 Azad[2] investigated fuzzy semi-continuity properties in fts. 

Ittanagi and Wali [3] instigated the notions of fuzzy maximal and minimal open sets. 

Recently the notion of fuzzy G#rg-closed set introduced and investigated by Holabasayya 

Sankannavar and Jenifer Karnel[5] and also referred by Vijaya. M and M. Rajesh[6] - semi 

open set and - semi closed set in fuzzy topological    spaces, journal of IJPAM, volume 

117, Pp 99 - 107, 2017 This paper, introduce new class of fuzzy Minimal -open sets and 

maximal -closed sets. Further some of their related properties investigated.Throughout this 

paper fts refers to fuzzy topological space. 

2.Basic Definitions: 

1 A proper nonempty fuzzy open subset A of a fts X is said to be fuzzy minimal open 

set, if any fuzzy open set which is contained in A is 0X or A. 

2 A proper nonempty fuzzy open subset A of a fts X is said to be fuzzy maximal open 

set, if any fuzzy open set which contains A is 1X or A. 

3 A proper nonempty fuzzy closed subset B of afts X is said to be fuzzy minimal closed 

set, if any fuzzy closed set which is contained in B is 0X or B. 
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4 A proper nonempty fuzzy closed subset B of a fts X is said to be fuzzy maximal 

closed set, if any fuzzy closed set which contains B is 1X or B. 

2.Operation on   open set in fuzzy topological space: 

Let  be a fuzzy topological space,  the  fuzzy set A is said to be fuzzy  

open set if, if ( ,  be the operation on . 

Example:2.1 Let  and the topology

 

 

                                     Let

. 

 

 

   

 

Hence,  is fuzzy  open set . 

3. Minimal -open sets and maximal -closed sets: 

A  class of sets called Minimal fuzzy  -open sets (Maximal fuzzy  -closed sets) 

and Maximal fuzzy  -open sets (Minimal fuzzy  -closed sets)in fuzzy topological spaces 

are introduced, which are subclasses of Fuzzy  -closed sets). We 

investigate some of their properties in  fuzzy topological spaces. 

Definition: 3.1  Let U be any fuzzy  -open subset of fuzzy topological space X, U is called 

minimal fuzzy  -open set if and only if any fuzzy  -open set which is contained in set U is 

 or U. 

Remark : Minimal fuzzy open sets and minimal fuzzy  -open sets are independent 

and fuzzy open sets and minimal fuzzy  -open sets are independent each other and is 

illustrated in the following example. 

Example 3.2 : Let X = {a, b, c, d} be any fuzzy set and fuzzy subsets are  ={(  , , 

= 0,  = ={(  , , },  ={( , , ,   ={( ,  , } 

and ={(  , , }= 1. The fuzzy topology of X is T = { , , , , }, then 
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minimal fuzzy open sets are ={(  , , } and  ={(  , , }. Let fuzzy  -

open sets in fts X are , ,  ={(  , , )},  ={(  , , }   = {(  , , 

)},  = {(  , , )},  = {(  , , )},  = {(  , , )} and 

minimal fuzzy -open sets are , , . Therefore  is a minimal fuzzy open set  but is not 

a fuzzy  -open set and the fuzzy sets and , are minimal fuzzy -open sets, but 

minimal fuzzy open sets . 

Theorem : 3.3  i) Let A be minimal fuzzy -open set and B be fuzzy -open set,  

                         then A  

         ii) Let A and B be fuzzy -open sets, then A H = 0X or A = B. 

 

Proof: (i) Let A be fuzzy minimal -open set and B be fuzzy -open set.  If A  B = X0, 

then there is nothing to prove. But if A  0

A  0. Then A   B is fuzzy -open set, as the finite intersection of 

fuzzy -open sets is a fuzzy -open set. Since A is a minimal fuzzy -open set, we have A 

  

(ii) Let A and H are minimal fuzzy -open sets. Suppose, A  0

 

Theorem :3.4 Let A be a minimal fuzzy -open set. If is an element of A, then A B for 

any fuzzy open neighbourhood B of  

Proof: Let A be fuzzy -open set and be an element of A. Suppose there exists fuzzy 

open neighbourhood B of such that A  B. Then A  B is a fuzzy -open set such that A 

  -open set, we have A  

B. This contradicts our assumption that A  

neighbourhood B of  

Theorem :3.5  Let G be minimal fuzzy -open set. If is an element of G, then G H for 

any fuzzy -open set H containing  

Proof : Let G be minimal fuzzy -open set containing an element Suppose there exists a 

fuzzy -open set H containing such that G  H. Then G  H is a fuzzy -open set such 

that G  -open set, we have G H = G 
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 - 

open set H containing  

Theorem:3.6 Let G be minimal fuzzy -open set, then G =  {H: H is any fuzzy -open set 

containing for any element of G. 

Proof: By Theorem and from the fact that G is fuzzy -open set containing we have G 

 {H: H is any fuzzy -open set containing G. Therefore, we have the result. 

Theorem : 3.7Let G be a nonempty -open set, then the following three conditions are 

equivalent.  

i) G is minimal fuzzy -open set.  

-cl(A) for any nonempty fuzzy subset A of G.  

iii)  -cl(G)= -cl(A) for any nonempty fuzzy subset A of G. 

 

Proof: (1)  (2) Let G be a minimal fuzzy -open set, G and A be a nonempty fuzzy 

subset of G. By Theorem, for any fuzzy -open set H containing A G H which implies 

 H. Since A is nonempty, therefore A  

fuzzy -open set containing by the property, -cl(A). That is  G implies -

-cl(A) for any nonempty fuzzy subset A of G.  

(2)  - -

cl(G)--- -cl(A) for any non-empty fuzzy subset A of G which implies 

- -cl( -cl(A))= -cl(A). That is - -cl(A)--- (ii). From (i) and (ii), we 

have -cl(G)= -cl(A) for any non empty fuzzy subset A of G.  

(3)  (1) From (3) we have -cl(G) = -cl(A) for any nonempty fuzzy subsetA of G. 

Suppose G is not a minimal fuzzy -open set. Then there exists a nonempty fuzzy -open 

G such that (a,1)  I which 

implies(a,1)  - - -closed 

set in X. It follows that - -cl(G). This is a contradiction to fact that -

cl({(a,1)})= -cl(G) for any nonempty fuzzy subset {(a,1)} of G. Therefore, G is a minimal 

fuzzy -open set. 
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Theorem :3.8  Let G be fuzzy nonempty finite fuzzy -open set, then there exists at least 

one (finite) minimal fuzzy -  

Proof: Let G be nonempty finite fuzzy -open set. If G is a minimal fuzzy -open set, we 

may set H = G. If G is not a minimal fuzzy -open set, then there exists a (finite) fuzzy -

-open set, we may set H = G1 If 

G1 is not a minimal fuzzy -open set, then there exists a (finite) fuzzy -open set G2 such 

-open sets 

Then finally we get a minimal fuzzy -open set H =Gn for some positive integer n. 

Corollary:3.9Let G be a finite minimal fuzzy open set, then there exists at least one (finite) 

minimal fuzzy -  

Proof: Let G be a fuzzy finite minimal open set, then G is a nonempty finite fuzzy -open 

set. By known theorem, there exists at least one (finite) minimal fuzzy -open set H such that 

 

 

Theorem:3.10 -

 

Proof: Let (

theorem (ii), 

 

Theorem :3.11 If G 

 

Proof (

theorem (ii), 

 

Theorem :3.12Let G and are minimal fuzzy -open sets for any element  of . If G 

= for any element , then( ) G = 0X.  

Proof: Suppose that ( )  G 0X. That is  G) 0X. Then there exits an 

element  such that  G 0X. By theorem 5(ii), we have G= , which contradicts the 

 for any . Hence( ) G = 0X. 



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 101 
  

 

Theorem :3.13Let  and  are minimal fuzzy -open sets for any element and  T. 

If there exists an element  of T such that G G for any element  of , then ( TG  

(  

Proof: Suppose that an element 1 of T satisfies 1 for any element of . If 

( then we see 1< By theorem , there exists an element  of 

 such that 1= , which is a contradiction. It follows that ( TG  (  

Theorem :3.14  Let  be a minimal fuzzy -open set for any element  of  and  for 

any elements  and  of  with . If T is a proper nonempty fuzzy subset of , then 

(  

Proof: Let k be any element of -T, then Gk TG = ( ) = 0X and 

Gk ( ( ) = Gk.If ( TG ( G then we have 0X=Gk. 

This contradicts our assumption that Gk is a minimal fuzzy -open set. Therefore, we have 

the result. 

Definition:3.15  Let F be any proper fuzzy -closed subset of X is called maximal fuzzy -

closed set if and only if any fuzzy -closed set which contains F is either 1X or F. 

Theorem:3.16  Let F be any proper fuzzy subset of X is said to be maximal fuzzy closed set 

-open set in X.  

Proof: Let F be any maximal fuzzy - -

open set, then there exists fuzzy -

-closed set. This contradicts our assumption that F is a 

minimal fuzzy -open set. 

-open set. Suppose F is not a maximal 

fuzzy -closed set, then there exists a fuzzy -

-open set. This contradicts our assumption that 

-open set. Therefore, F is a maximal fuzzy -closed set. 

Theorem:3.17  i) Let F be a maximal fuzzy -closed set and E be any fuzzy -closed set, 

then F  E = 1X or E< F.  ii)        Let F and E are maximal fuzzy -closed sets, then F  E = 

1X or F = E.  
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Proof: i) Let F be maximal fuzzy -closed set and E be any fuzzy -closed set. If F  E = 

1X, then there is nothing to prove. But if F  

Suppose F   E and F  E is fuzzy -closed set, as the finite fuzzy union 

of fuzzy -closed sets is a fuzzy -closed set, we have F  E = 1X or F  E = F. Therefore, 

F  E = F which implies E< F.  

ii) Let F and E are maximal fuzzy -closed sets. Suppose F  < E 

and E< F by (i). Therefore F = E. 

Theorem :3.18 Let , , are maximal fuzzy -closed sets such that . If 

< , then either  =  or = .  

Proof: Given that < . If  =  then there is nothing to prove. But if  then 

we must prove  = . Now  =  (  1X) = (  ( ) (by theorem 

(ii) =  (( )  ( ))= ( )  ( )= ( )  ( ) 

(by < )= ( ) = 1X  (Since  and  are maximal fuzzy -closed 

sets by theorem (ii), = 1X) = . That is =  which implies < . Since  

and  are maximal fuzzy -closed sets, we have  = . Therefore  = . 
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Abstract 

Middle school students often struggle with algebra, which is a key part of their math 
education. This article examines the various difficulties students encounter and suggests ways 
to address them. A common issue is weak foundational math skills, such as understanding 
fractions, decimals, and basic operations, which makes it harder to grasp algebraic concepts. 

Additionally, algebra requires abstract thinking, which can be challenging for students who 
are more familiar with concrete numbers. Many also develop misconceptions, such as 
misunderstanding variables or misusing mathematical rules, leading to confusion and 
frustration. Math anxiety further complicates learning, as students who lack confidence may 
avoid engaging with the subject altogether. 

Teaching methods can also impact algebra learning. Traditional lecture-based instruction and 
rote memorization may not be effective for all students. Some learners benefit more from 
visual aids, interactive activities, or real-world applications that make algebra more relatable 
and easier to understand. 

To support students, educators and parents can take several approaches. Strengthening basic 
math skills before introducing algebra ensures a smoother transition. Visual tools like number 
lines and algebra tiles can help make abstract concepts clearer. Encouraging students to 
explain their thought processes and correct errors can also improve understanding. 
Additionally, fostering a positive mindset and using personalized teaching strategies can 
boost confidence and engagement. 

By recognizing these challenges and implementing effective teaching strategies, educators 
can help middle school students develop a strong foundation in algebra, setting them up for 
future success in mathematics and problem-solving. 

Key words: 

Challenges, Algebra, Middle school students 

 

 

Introduction 

Algebra is an important part of math, but many middle school students find it hard. Moving 
from basic math to algebra introduces new ideas that require different ways of thinking, 
which can be confusing. This article talks about common problems students face in algebra 
and gives simple ways to help them succeed. Developing strong algebra skills is essential 
because it helps students solve problems, think logically, and prepare for higher-level math in 
the future. 
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Common Problems in Learning Algebra 

1. Weak Basic Math Skills 

Some students start middle school without a strong understanding of basic math, like 
fractions, decimals, and number operations. Without these skills, learning algebra becomes 
much harder. Teachers should assess students' prior knowledge and provide extra support if 
needed. 

2. Understanding Symbols and Letters 

Algebra uses letters and symbols to represent numbers, which can be confusing. Without 
real-life examples, students may struggle to understand variables and equations. They need 
time and practice to become comfortable using symbols in mathematical expressions. 

3. Trouble Solving Problems 

Solving equations and word problems can be tricky. Students may not know which steps to 
take or may forget the correct order, leading to mistakes. Breaking problems into smaller 
steps can help them develop a clear approach to solving equations. 

4. Fear of Math and Low Confidence 

Some students feel nervous about math and are afraid of making mistakes. If they have had 
bad experiences with math before, they may avoid practicing and participating in class. 
Creating a supportive and encouraging environment can help them overcome their fears and 
develop confidence. 

5. Teaching Methods That Don't Work for Everyone 

Not all students learn best by listening to lectures. Some need hands-on activities, pictures, or 
real-world examples to understand algebra better. Educators should adapt their teaching 
styles to fit the diverse needs of students. 

Simple Ways to Make Algebra Easier 

1. Practice Basic Math First 

Teachers should help students strengthen their arithmetic skills before teaching algebra. 
Practicing multiplication, division, and fractions can make algebra easier to understand. 
Reviewing these topics regularly ensures that students are ready for more complex concepts. 

2. Use Pictures and Hands-On Tools 
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Using pictures, graphs, and hands-on activities can help students understand difficult algebra 
ideas. Breaking problems into simple steps also makes learning easier. Tools like algebra tiles 
and interactive online programs can make abstract concepts more concrete. 

3. Clear Up Confusions 

Instead of just memorizing formulas, students should learn why algebra rules work. Group 
discussions and problem-solving exercises help students think clearly. Encouraging students 
to explain their reasoning helps deepen their understanding. 

4. Show How Algebra Is Used in Real Life 

When students see how algebra is used in daily life, they understand it better. Teachers can 
show examples like calculating discounts, planning a budget, or sports statistics. Making 
connections to real-world situations can make learning more meaningful. 

5. Make Learning Fun 

Games, puzzles, and interactive apps can make learning algebra more exciting and enjoyable. 
These activities encourage students to practice algebra in a stress-free way and develop a 
positive attitude toward the subject. 

6. Encourage a Positive Attitude 

Students should know that they can improve with effort and practice. Encouraging them to 
ask questions and praising their efforts can help build confidence. A growth mindset, where 
mistakes are seen as opportunities to learn, can boost motivation. 

7. Use Different Ways to Teach 

Since students learn in different ways, teachers should use different methods like small group 
lessons, hands-on activities, and technology tools. Combining different approaches helps 
students grasp concepts in a way that works best for them. 

 

Conclusion 

Algebra is an important part of math, but many students find it difficult. By improving basic 
math skills, using fun and engaging teaching methods, and showing how algebra connects to 
real life, teachers and parents can help students do better. Making algebra easier to 
understand and more interesting will help students feel more confident and motivated to 
learn. 

With patience, practice, and encouragement, students can build confidence and improve their 
algebra skills. Algebra is not just about solving equations it helps students develop 
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problem-solving and critical thinking skills that they will use for the rest of their lives. When 
students feel supported and engaged, they are more likely to enjoy math and succeed in their 
studies. 
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ABSTRACT 

In this paper I presented how mathematically radioactive decay used in real life to find 
unstable nuclei lose energy by emitting radiations.Total radioactive decay refers to the 
process by which an unstable atomic nucleus loses energy by emitting radiation, leading to 
the transformation into a more stable state. This decay follows an exponential pattern, 
governed by the half-life of the radioactive substance, and can involve alpha, beta, or gamma 
emissions.  

KEYWORDS  

Radio active decay,Total decay,Radiations,Period of time.  

INTRODUCTION 

 The study of differential equations originated in the beginnings of the calculus with Issac 
Newton (1642-1727) and GottfriedWilhelm Leib (1646-1726) in the seventeenth 
century.Many important and significant problems in engineering, the physical sciences, and 
the social sciences, when formulated in mathematical terms, require the determination of a 
function satisfying an equation containing one or more derivatives of the unknown 
function.Such equations are called differential equations.Differential equations are of interest 
to non-mathematics primarily because of the possibility of using them to investigate a wide 
variety of problems in the physical, biological, and social sciences. Three identifiable steps in 
this process are present regardless of the specific field of application. In the first place, it is 
necessary to translate the physical situation into mathematical terms. This is generally done 
by making assumptions about what is happening that appear to be consistent with the 
observed phenomena. For example, it has been observed that radioactive materials decay at a 
rate proportional to the amount of the material present, that heat passes from a warmer to a 
cooler body at arate proportional to the temperature difference, that objects move about in 

proportional to the current population. Each of these statements involves a rate of change 
(derivative) and consequently, when expressed mathematically, takes the form of a 
differential equation. In this text, we deal with differential equation and their applications. It 
is well known that differential equations are very useful to students of applied sciences. It 
may be worthwhile to list the various differential equations which have been arisen in the 
different fields of engineering and the sciences. 

Radioactive decay 
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 Radioactive decay follows a specific process where unstable nuclei lose energy by emitting 
radiation, such as alpha particles, beta particles, or gamma rays. This process can be modeled 
mathematically by the decay law.  

The formula for radioactive decay is:  

N (t) = N0e  

 Where: 

      

      

      

      

Alternatively, if you want to calculate the sum of the decay events over time or the total 
decay, the formula can be derived from integrating the decay rate. 

 If you're thinking of a sum in terms of decay events, we might sum up individual decay 
probabilities or events over a time period, but the basic formula above captures the essential 
behavior of the decay process. 

 To calculate the total number of decays that occur over a period of time, we can integrate the 
decay law, which will give us the total decay event count between time t = 0 and t = T . 

Total Decay Formula 

 The number of decays occurring over a time period can be found by integrating the decay 
rate. The decay rate is given by:  

 

 t. The negative sign 
indicates that the number of nuclei decreases over time. 

 To find the total number of decays, we integrate this rate from t = 0 to t = T : 

 

Where: 

     

     (T ) is the number of nuclei remaining at time T .  

 

  

Which simplifies to: 
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Total Decays = N0  ) 

 Explanation: 

      

     -life of the substance). 

      

This formula gives you the total number of decays that have occurred over time T , as it 
accounts for the nuclei that have decayed by the end of that period.  

To calculate the total number of decays that occur over a period of time, we can integrate the 
decay law, which will give us the total decay event count between time t = 0 and t = T .  

Total Decay Formula  

The number of decays occurring over a time period can be found by integrating the decay 
rate. The decay rate is given by: 

  

indicates that the number of nuclei decreases over time. 

 To find the total number of decays, we integrate this rate from t = 0 to t = T :  

Total Decays = N0  

Where: 

     

     

From the decay law N (t) = N0 e , the total number of decays up to time T is:  

Total Decays = N0  N0 e  

 Which simplifies to:  

Total Decays = N0 ) 

Explanation:  

     

    -life of the substance).  

     

 This formula gives you the total number of decays that have occurred over time T , as it 
accounts for the nuclei that have decayed by the end of that period.  
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Suppose we have the following parameters:  

    0 = 1000 (initial number of radioactive nuclei), 

     

     

We will calculate the total number of decays that have occurred over 100 years. 

 Step 1: Use the formula for total decays: 

Total Decays = N0  ) 

 Step 2: Plug in the given values:  

) 

 First, calculate the exponent: 

0.01 × 100 = 1 

 Now, we compute e : 

e   

So, the formula becomes:  

 

 Final Answer: 

 The total number of decays over 100 years is approximately 632 decays. 

Let's use a real-life example: Carbon-14 dating for determining the age of ancient artifacts. 

 Scenario:  

An archaeologist finds a wooden artifact. The current Carbon-14 (14C) content in the artifact 
is 25% of its original amount. The half-life of Carbon-14 is 5,730 years. We need to 
determine the age of the artifact. 

 Step 1: Use the Decay Formula  

N = N0e  

 Since we know that only 25% of the original Carbon-14 remains, we set:  

N = 0.25N0 

  

1/2 
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 Step 3: Solve for t 

0.25N0 = N0e  

Cancel N0 from both sides:  

0.25 = e  

 Take the natural logarithm (ln) on both sides:  

 

 

Solve for t: 

 

Final Answer:  

The artifact is approximately 11,462 years old. 

Conclusion:  

Radioactive decay is a natural and spontaneous process in which unstable atomic nuclei 
transform into more stable forms by emitting radiation. This decay occurs through various 
modes, including alpha, beta, and gamma decay, each with distinct properties and effects. The 
rate of radioactive decay is characterized by the half-life, which determines how quickly a 
radioactive substance loses its activity.  

Radioactive decay has significant applications in fields such as medicine (ra- diotherapy and 
imaging), energy production (nuclear power), and archaeology (radiocarbon dating). 
However, it also presents challenges, particularly in the safe handling and disposal of 
radioactive waste. Understanding radioactive decay is essential for harnessing its benefits 
while minimizing its risks to human health and the environment 
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REGULAR FUZZY GRAPH 

 
 
 
 
 
 

 
 

ABSTRACT 

In this paper, regular fuzzy graphs, total degree and totally regular fuzzy graphs are 

introduced. Regular fuzzy graphs and totally regular fuzzy graphs are compared through 

various examples. A necessary and sufficient condition under which they are equivalent is 

provided. A characterization of regular fuzzy graphs on a cycle is provided. Some properties 

of regular fuzzy graphs are studied and they are examined for totally regular fuzzy graphs. 

 Keywords: Degree of a vertex, regular fuzzy graph, total degree, totally regular fuzzy graph. 

INTRODUCTION 

Fuzzy graph theory was introduced by Azriel Rosenfeld in 1975. Though it is very 

young, it has been growing fast and has numerous applications in various fields. In this paper, 

we introduce regular fuzzy graphs, total degree and totally regular fuzzy graphs. We make a 

comparative study between regular and totally regular fuzzy graphs though various examples. 

We provide a necessary and sufficient condition under which they become equivalent. Then 

we provide a characterization of regular fuzzy graphs in which the underlying crisp graph is a 

cycle. Also we study some properties of regular fuzzy graphs and examine whether they hold 

for totally regular fuzzy graphs. 

In 1736, Euler first introduced the concept of graph theory. The theory of graph is  

extremely  useful tool  for solving  combinatorial  problems  in  different  areas  such as  

geometry,  algebra , number theory , topology, operation research , optimization  and  
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Thereafter  many   researchers  have  generalized  the  different  notions of  graph  theory  

using  the  notions  of  fuzzy  sets.[7,8]   

 In 1999, Molodtsov  introduced the theory of soft sets, which is a new 

mathematical   to vagueness.  In  recent  years   the  researchers   have   contributed  a  lot 

towards  fuzzification  of  soft  set  theory.  Maji   et al.[6].  initiated  the  concept  of fuzzy 

soft  set  uni

these  result  were  further  revised  and  improved  by Ahmad   and  Kharal [1].  They 

in  

Definition 1: 

 Let  be a nonempty finite set and   :  ].  

Again, let   :  ] such that  

( ) (x) (y)     (  

Then the pair G := ( , ) is called a fuzzy graph over the set . Here and  are respectively 

called fuzzy vertex and fuzzy edge of the fuzzy graph ( ,  ). 

A fuzzy graph G := ( , ) over the set  is called strong fuzzy graph if 

( ) = ( ) (y)  )  

Definition 2: 

. Let  := ( , ) and  := ( , ) be two fuzzy graphs over the set  . Then the 

union of  and  is another fuzzy graph  : = ( , ) over the set, where  =  and 

 = ,  

       i.e. ) = max { ( ), )}  and  

) = max{ ( ), ( )}  
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Definition 3: 

 The fuzzy   soft  set  ) is called  null fuzzy  soft  set  and it is  denoted 

by  . Here  =  for every  

Definition 4: 

 Let   FS(U, E) and   (e)  =   for all  Then  is called  absolute  fuzzy  

soft   set. It is denoted by . 

Definition 5: 

 Let ,  and .  If   (e)   (e)  for all  i.e.  if 

   for all , i.e. if ( ) ( ) for all  and for all  then  is 

said to be fuzzy soft subset of , denoted by  

REGULAR FUZZY SOFT GRAPHS 

Definition 2.1  

 Let = ( ) be a crisp graph and be a fuzzy soft graph of : Then is said to be 

a regular fuzzy soft graph if (e) is a regular fuzzy graph or all If (e) is a regular 

fuzzy graph of degree  for all , then is a  r-regular fuzzy soft graph. 
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FIGURE 2. Fuzzy sub graphs 

Theorem 2.2

Let = ( ) be a simple graph and  be a fuzzy soft graph of . If  is   a   regular   

fuzzy  soft  graph  and  is a constant function in fuzzy graph ( )  of    for all  for 

 Then  is a  totally  regular fuzzy soft graph. 

Proof. 

Suppose that is a regular fuzzy soft graph and is a constant function. Then 

is a constant, [0, ], , for  and 

in fuzzy graphs ), for and  Since 

 + ( ). This implies ) = in fuzzy graphs ( ),  

for  and for all  V. Hence is a totally regular fuzzy soft 

graph.  

Theorem 2.3 

Let G* = ( be a simple graph and  be a fuzzy soft graph of G*. If   is a totally 

regular fuzzy soft graph and   is a constant   function in fuzzy graph ( ) for all  

for  Then  is a regular fuzzy soft graph. 

Proof. 

 Suppose  that  is  a  totally  regular  fuzzy  soft  graph and  is  a  constant 

function. Then  (  = is a constant, [0, ], ,  for 

and in ),  A for and for all 

As  + ) in  ),   A for and for all 

 V.This implies - (  in ( ), for 
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and for all . This implies  = in ( ), for

and for all . Hence is a regular fuzzy soft graph. 

Theorem 2.4 

A regular fuzzy soft graph  on   with | |  3and ) is regular fuzzy graph of 

degree =  , n have no end node. 

Proof. 

Since  ( ) is regular fuzzy graph of degree , so for all , 

for all   for = , n. As ,  (  for all That is, 

every node is adjacent to at least one other node. On contrary, suppose  that is  an  end 

node,  then (b) = = ).  Since ( ) is regular fuzzy graph with | |  3 for 

= , n then a must be adjacent toanother node c  b.  Then  ( ) =  

( ) + ( ) >  ( ) for = , n. , which is a 

contradiction to the fact that ( ) is regular fuzzy graph of degree for = 

Hence have no end node. 

Definition 2.5 

 Let be a fuzzy soft graph on . Then is called a partially regular fuzzy soft graph 

if  ( ) is partially regular fuzzy graph for all If is both regular and partially regular 

fuzzy soft graph, then is called a full regular fuzzy soft graph. 

Example 2.6 

Consider a simple graph Let = {e , e } and let ( , ) be a fuzzy soft 

set over with its approximate function :  given by 

 (
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 ( . 

Let (  , ) be a fuzzy soft set over with its approximate function : by 

 ( , 

 ( . 

fuzzy sub graphs are ( ) = ( ( ( )) and  = ( ( ( )). Since the 

underlying graphs of (  and (  are regular so ( ) and ( ) are partially regular 

fuzzy graphs as shown in figure 3.  

Hence is a partially regular fuzzy soft graph of . 

 

FIGURE 3. Fuzzy sub graphs 

Theorem 2.7  

Let   be a strong fuzzy soft graph such that  is a constant function. Then   is a 

regular fuzzy soft graph if and only if   is a partially regular fuzzy soft graph. 

Proof.  

Suppose that , where is a constant for all and for all 

for  =  , n. Since is a strong fuzzy soft graph, then  ( ) is a strong fuzzy graph 
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for all for = , n. This implies  ( ) = min(  ( , ) = for 

all Thus is a constant function. 

CONCLUSION 

Fuzzy graph has numerous applications in modern sciences and technology, especially 

in research areas of computer science including database theory, data mining, neural 

networks, expert systems, cluster analysis, control theory and image capturing. fuzzy sets and 

soft sets are two different soft computing models in combination to study vagueness and 

uncertainty  in graphs. we have investigated some properties  of regular fuzzy soft graphs. We 

plan to extend our research of fuzzification  to  

(1) interval-valued fuzzy soft graphs;  

(2)bipolar fuzzy soft regular graphs.  
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REGULAR TERNARY SEMIGROUPS 

 
 
 
 
 
 

 
 

ABSTRACT 

In this paper we study some interesting properties of regular ternary semi groups, 

completely regular ternary semi groups, intra-regular ternary semi groups and characterize 

them by using various ideals of ternary semi groups. 

Keywords: Ternary semi group, ternary group, regular ternary semi group, completely 

regular ternary semi group, intra-regular ternary semi group, semi prime ideal, bi-ideal. 

INTRODUCTION 

 The notion of ternary semigroups was known to Banach (cf . Los[5]) who is credited 

with an example of a ternary semigroup which does not reduce to a semigroup. Los [5] 

showed that every ternary semigroup can be imbedded in a semigroup. Lehmer [4] 

investigated certain triple systems called triplexes which turn out to be commutative ternary 

groups. 

 Sioson studied ternary semigroups with special reference to ideals and radicals. He 

has extended to ternary semigroups various well known concepts concerning ideals such as 

primality, semiprimality etc. He has also defined regular ternary semigroups.  

Vagner studied semiheaps which are ternary system with a different type of 

associativity. Regularity, Greens equivalences and complete simplicity (Gluskin [2]) have 

been studied for semiheaps.  

Definition 1.1 
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 A ternary semigroup is a nonempty set  together with a ternary operation 

 satisfying the associative law of the first kind 

. 

Example 1.2 

(i) Any semigroup can be made into a ternary semigroup by defining the ternary 

product to be . 

(ii) The set of all odd permutation under composition. 

(iii) Let  be any nonempty set. The set  of all words of odd length form a ternary 

semigroup under juxtaposition as operation. 

Definition 1.3 

 A semiheap  is a nonempty set together with a ternary operation  

satisfying the associative law of the second kind 

 

Example 1.4 

(i) A semigroup  with involution  can be made into semiheap in the natural 

way by defining the ternary product . 

(ii) The set  of all  matrices over a field is a semiheap with respect to the 

product , where  is the transpose of . 

In this paper we consider only ternary semigroups. Some results concerning 

semiheaps and heaps can be found in [12,13]. 

REGULAR TERNARY SEMIGROUPS 

Lemma 2.1 

 If  is a regular ternary semigroup, then for any ideal of , . In particular 

. 

Proof  
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 If  and  an inverse of in , then  and so . 

Hence . 

Theorem 2.2 

 The following condition are ternary semigroup  are equivalent. 

(i)  is regular 

(ii) If  and  are respectively right and left ideals of , then  

(iii) For  

(iv) For  

Proof  

 It is clear that (i)  (ii)  (iii)  (iv). 

(iv)  (i) : 

 

Hence  is regular 

Definition 2.3 

 A regular ternary semigroup in which all the idempotent pairs commute mutually is 

called a strongly regular ternary semigroup. 

Lemma 2.4 

 An element  is regular if and only if the principal left (resp. right) ideal of  

generated by  has an idempotent representation. 

Lemma 2.5 

 In a strongly regular ternary semigroup every principal left (resp. right) ideal has a 

unique idempotent representation. 

Remark 2.6 

 In a strongly regular ternary semigroup every element  has a unique inverse  and 

 for all . 

Definition 2.7 
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 The semigroup  is called the semigroup cover of . 

Theorem 2.8 

 is a semigroup and . The ternary semigroup  is embedded in as a 

ternary subsemigroup of . 

Proof  

 Direct verification shows that the multiplication is associative and . If 

 then in .  

Theorem 2.9 

Let  be a ternary semigroup and  its semigroup cover. If  is a ternary 

semigroup homomorphism of  into a cancellative semigroup  considered as a ternary 

semigroup in the natural way, then there is unique semigroup homomorphism  of  into  

such that  for all . 

Proof  

 Define  as follows : 

for all  and 

for , .  

It can easily be checked that  is a semigroup homomorphism of into .  

If  is a semigroup homomorphism of  into  such that , then 

for . 

. Thus . 

The notion of the semigroup cover is useful tool for studying the properties of a 

ternary semigroup. 

 The following lemma can be easily proved. 

Theorem 2.10 
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 Let  be a ternary semigroup and  the semigroup cover of . 

Proof  

(i) The idempotents of  are the idempotents of . 

(ii) is an idempotent if and only if  is an idempotent pair in . 

(iii) The idempotents in  commute mutually if and only if the idempotent pairs 

commute mutually in . 

(iv) is an idempotents in  for any selfpotent element . 

(v) Equivalent idempotent pairs in  yield equal idempotents in . 

(vi) If  is a bi unital element in , then  is the identity in . 

Lemma 2.11 

 There is a bijective correspondence between the set of all equivalence classes of 

idempotent pairs in  and the set of all indempotent in  

If all the idempotent pairs in  commute mutually, then the bijective map is a semilattice 

isomorphism. 

Proof 

 If  is an idempotent pair in , then the map  

is the required bijection. 

 The following theorem is easily proved. 

Theorem 2.12 

 No ideal of  can be completely contained in . In otherwords, if  is an ideal of 

then . 

Proof  

 Suppose  is an ideal of  such that .  

Let  . Then for any , 

.  



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 125 
  

 

Thus . But  

, a contradiction. 

Preposition 2.13 

 If  is an ideal (left, resp.right) in  then  is an ideal (left, resp.right) in . 

 The above results culminate in the following there 

Theorem 2.14 

 is simple if and only if  is simple. 

Proof  

 Suppose  is simple. If  is an ideal in  then  is an ideal in . Since  is 

simple . 

 Hence  and  and so . Thus  is simple. 

 Conversely, suppose that  is simple and  an ideal in . The ideal in  generated 

by  is  which is equal to  and so .  

But  and so , thus proving  is simple. 

CONCLUSION 

The study  of  Ternary semigroup  is vast and elaborate. This project deals with the 

basic ideas of regular ternary semigroup and important theorems  on  Ideals of ternary  

semigroups.Due to lack of time, the above topic is discussed in a nutshell. 
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THE DOMINATING GRAPH 

 
 
 
 
 

 
 

ABSTRACT 
Let G = (V,E) be a connected graph. A set D  is a set  dominating set (sd-set) if 

for every set T  V-D, there exist a non-empty set S D such that the sub graph  

induced by  is connected. The set domination number (G) of G is the minimum 

cardinality of a sd set. In this paper we develop properties of this new parameter and relate it 

to some other known domination parameters. 

Keywords: Dominating graph, Cardinal number, dominating set, domination number. 

 
INTRODUCTION 
 
 Graph theory has had an unusual development: problems involving graph first 

appeared in the mathematical folkore as puzzles. Later, graphs appeared in electrical 

engineering, chemistry, psychology and economics before becoming a unified of study. Today 

Graph theory is one of the most flourishing branches of modern algebra with wide 

applications to combinatorial problems and to classical algebraic problems. 

 Graph theory as a separate entity has had its development shaped largely by 

operational researchers. Occupied with Practical Problems.  It was with those practical 

problems in mind that we wrote our first book there edges graph set application published by 

Dunned in January 1958. 

These two areas had many curious similarities; however, the integer linear programs that they 

solved did not overlap. Now, more than ever, we believe that these two areas should from the 

foundation of graph. 
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PRELIMINARIES 

Definition: 1.1 

 A graph G is an ordered triple (V(G),E(G),X(G)) consisting of a non-empty set V(G) 

of vertices, a set E(G) disjoint from V(G) of edges and an incidence function X(G) that 

associates with each  edge of G an unbounded pair of vertices of G. 

Definition: 1.2 

 A graph H= (V1, X1) is called a sub graph of G= (V, X) if V1  V and X1  X. If H 

is a sub graph of G we say that G is a sub graph of H. 

 

Example: 

5          6 

 

 

1           2 3 

 The sub graph of the above graph is  

                                            5                 4     

 

 

1   2 

Definition: 1.3   

 A graph without self-loops and parallel edges is called a simple graph. 

Definition: 1.4 

 A graph in which any distinct points are adjacent is called a complete graph. 

 The complete with n points is denoted by Kn. 

 

 

Example:                             v1 

   

                         K4  =                   v4 

                        v2                           v3 
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Note: 

 Each vertex of null graph is isolated. 

Definition: 1.5 

A graph G is called a bipartite graph if V can be partitioned into two disjoint subsets 

V1 and V2 such that every line of G joins a point of V1 to a point of V2. (V1, V2) is called a 

bipartition of G. 

Example:                          v1              v2 

 

 

 

                            v3v4             v5 

 

THE DOMINATING GRAPH 

2.1 Definition: 

 A dominating graph D(G) of G as the graph with V(D(G))=V(G) S(G) is the set of 

all minimal dominating sets of G and with two vertices   u ,v  V(D(G)) adjacent if u V(G) 

and v=D is a dominating set containing u. 

 

Example:  

1 

 

                        G =             3                          2   

  

                                            4                     5                      

Minimal dominating sets are given by 

                 {2,3},{2,4},{3,5},{1,4,5}. 
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                                                                  {2, 3} 

 

                                                2                         3 

                        D (G) =       {2, 5}                         {3, 5} 

                                                   4                        5 

 

                                                                   

  {1, 4 , 5} 

 

   A graph G and its dominating graph D (G) 

2.2 Theorem: 

 

-1. 

Proof: 

Part (i): 

-1  

and u, v V. 

 To prove: The dominating graph D (G) of G is connected. 

Suppose there is no minimal dominating set that contains both u and v. 

 Then there is a vertex w  V-{u, v} that is not adjacent to either u or v. 

 

respectively. 

 Since every maximal independent set is a minimal dominating set. Then u and v are 

connected in D (G) by the path   u-D-W- -v.  

 Thus D (G) is connected. 

 From this it follows that, for any two vertices u, v V either there is a minimal 

dominating set D containing u and v (or) there are two disjoint minimal dominating sets D1 

and D2 containing u and v respectively. 

 This implies that in D (G), u and v are connected by a path of length almost four. 



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 131 
  

 

  The dominating graph D(G) of G is connected. 

Part (ii) 

 Given: Let the dominating graph D(G) of G is connected. 

 -1 

            -1 and that u is a vertex of degree p-1.       

            Then D= {u} is a minimum dominating set of G. 

Since every minimum dominating set is minimal dominating and furthermore. 

 G has atleast two vertices with u adjacent to every other vertex of G. 

 Then G has no isolated vertex. 

 By a result 

  

               

  V-  

 in D (G), there is no path joining u to any vertex of     V-D. 

 D (G) is disconnected. 

 -1 

   Hence  the  theorem. 

Corollary: 

  -  

Proof: 

Given: 

 -1 

 

By the above theorem 3.1, 

 

-  

 D (G) is connected. 

 

G. 

 Let u, v  V (D (G)) 

We consider the following cases. 
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Case 1: 

 Suppose u, v  X then u, v  

Where d (u, v) D (G) is the distance between u and v in D(G) 

Case 2: 

 Suppose u  X and V Y then v=D is a minimal dominating set of G. If u  D then u 

and V are adjacent in D (G) otherwise, there is a vertex w  D 

 d(u, v)D(G) D(G)+d(w, D)D(G)  

d (u, v) D (G)  

Case 3: 

 Suppose u, v  Y 

Then u=D1 and v=D2 are two minimal dominating set of G. 

 If D1 and D2   are not disjoint. 

 Then d (u, v)D(G)=d(D1,D2)D(G)=2 

 Otherwise there is a minimal dominating set D containing the vertices of D1 and D2. 

  

  

   

CONCLUSION 

 

the preliminaries- dominating  & minimal dominating graph. The properties of the minimal 

dominating graph which is connected, complete, Eulerian and hamiltonian.           
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TO FIND THE SHORTEST PATH USING DYNAMIC PROGRAM 

 

       

ABSTRACT: 

 Dynamic programming is a problem-solving technique which is useful for decision - making 
processes. It breaks down complex problems into smaller ones, more manageable sub-
problems. The solution to these sub problems are combined and used to solve larger 
problems. Dynamic programming works in steps like break down the problem to solvable 
ones, save and combine the solutions of sub-problems and optimize the solutions to get 
overall solution. This paper, discuss about finding the shortest path using dynamic 
programming. 

Keywords: Operation research, Dynamic programming, Shortest path, Step by step process. 

INTRODUCTION  

Dynamic programming is an approach for optimizing multistage decision process.  It is a 
general technique for solving problems involving a set of interrelated decisions in which the 
goal is to optimize overall effectiveness. It is used to break larger problems down into smaller 
sub-problems. These smaller sub-problems are solved sequentially until the solution of the 
original is reached. In the process of solving the smaller sub-problems, the decision maker 
uses the solution to other sub-problems already obtained at the previous stage. There is no 
single rule  or procedure to follow in formulating a problem as a dynamic program. 

AN OVERVIEW OF OPERATIONS RESEARCH: 

Operation research is an analytic method of problem solving and decision making that is 
usefulmanagement of organizations.It is a discipline that deals with the application of 
advanced analytic methods to help make better decisions. 

Further, the term operation analysis is used in the British military as an intrinsic part of 
capability development, management and assurance. 

It is mostly considered to be a sub-field of applied mathematics.Because of its emphasis on 
interaction between human and technology and because of its focuson practical applications , 
operations research has overlap with other disciplines,mainly industrial engineering and 
operationsmanagement, and also on psychology and organization science. 
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The tools of operation research are not from any one discipline, rather 
Mathematics,Statistics,Economics,Psychologyetc.Havecontributedtothenewerdisciplineofkno
wledge.Today, it has became a professional discipline that deals with the application of 
scientific methods or decision making, and especially to the allocation of scare resources. 

DEFINITIONS OF OPERATIONS RESEARCH: 

The term operations research describes the discipline that is focused on the application of 
given information using which we arrive at a decision.In other wordswe can say that OR 
represents the study of optimal resource allocation.The goal of OR is to provide rational 
bases for decision making process by understanding the complex situations and utilize the 
understanding to predict the system and improve the system performance. 

Hence, to define OR remains as a herculean task.Here, I have enlisted the most accepted 
definitions of OR by various experts and research centers for better understanding. 

 

1. Daellenbach and George state that OR is the systematic application of quantitative 
methods, techniques, and tools to the analysis of the problems involving the operation of 
systems. 

2. OR is an scientific method of providing executive departments with a quantitative basis for 
decisions regarding the operations under control says P M Morse and G E Kimball 

3. Operations Research Society, America says that OR is concerned with 
scientificallydecidinghowtobestdesignandoperatemanmachinesystemsusuallyrequiringtheallo
cation of scarce resources. 

4. According to the Committee on OR of National Research Council OR is the application of 
the scientific method to study of operations of large complex organizations or activities.It 
provides to p level administrators with quantitative basis for decisions that will increase the 
effectiveness of such organizations in carrying out their basic purpose. 

5. Author Clark says OR is the art of winning wars without actually fighting them. 

Therefore,  we can define OR is concerned with mathematically or scientifically deciding 
technique  how to do best design and operate man, machine systems usually requiring the 
allocation of scare resources. 

APPLICATION OF OPERATIONS RESEARCH: 

Today widely  all fields of business and government are utilizing the benefits of Operations 
Research. There are many more of applications of Operations Research.Although it is not 
possible to cover all applications of O.R. The following are the typical operations research 
applications to show how popularly these techniques are used now a days. 

1. Accounting 
2. Construction 
3. Planning 
4. Finance 
5. Manufacturing 
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6. Marketing 
7. Organizational Behavior/Human Resources 
8. Purchasing 
9.  Research and Development 
10.  Defense services 

 

DEFINITION OF DYNAMIC PROGRAMMING : 
 

A multistage decision system in which each decision and state variable 
cantake only finit8e number of values which can be represented graphically by a 
decision tree. In other words many decision-making programming involve a 
process that takes place in such a way that at each stage, the process is 
dependent on the strategy chosen. Such type of a problem is called dynamic 
programming problem. 

It can also be defined as mathematical technique of optimizing a sequence of 
interrelated decisions over a period of time. 

 

 
: 

The founding father of dynamic programming is Richard Bellman. He 

1950s while working as are searcher at the Randcorporation. 

The solution of dynamic programming problem is based upon 
alled the recursive optimization 

technique. The principle states that: 

decision 
are,theremainingdecisionmustconstituteanoptimalpolicywithregardtothestate  
resulting fromthefirs  

Dynamic programming cannot solve a  problem that does not satisfy the principle of 
optimality. 

 

WORKING PRINCIPLE OF DYNAMIC PROGRAM: 

The solution of a multistage problem by dynamic programming involves the following steps 

STEP 1: 
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Identify the decision variables and specify the objective  function to be optimized under 
certain limitations, if any. 

STEP 2: 

 Decompose the given problem into a number of smaller sub-problems. Identify the state 
variables at each stage. 

STEP 3: 

Write down the general recursive relationship for computing the optimal policy. Decide 
whether forward or backward method is to be followed to solve the problem. 

STEP 4: 

Construct appropriate stages to show the required values of the return function at each stage. 

STEP 5: 

Determine the overall optimal policy or decisions and its value at each stage. There may be 
more than one such optimal policies. 

SOLUTION PROCEDURE OF DYNAMIC PROGRAM : 

 
Based on the principle of optimality, the solution procedure startsby solving a 
one-stage problem and then sequentially adding a series of one stage problems 
thatare solved until the overall optimum of the initial problem is obtained. The 
solution procedure is based on two ways namely 

1. Backward induction process 
2. Forward induction process 
 

Backward Induction Process: 
 
In the backward induction process, the problem is solved by solving the problem  
in the last stage and working backward towards the first stage, making optimal 
decisions at each stage of the problem. 

Forward Induction Process: 

 
Forward induction approach is used to solve a problem by first solving the 
initial stage of the problem and working towards the first stage, making optimal 
decisions at each stage of the problem. 

 

 

Dijkstra's Shortest Path First algorithm is an algorithm for finding the shortest paths between 
points in a graph, which may represent, for example, road networks. The algorithm exists in 
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many variants. Dijkstra's original algorithm found the shortest path between two given point, 
but a more common variant fixes a single point as the "source" point and finds shortest paths 
from the source to all  other points in  the graph, producing a shortest-path tree. 

Dijkstra's algorithm will assign some initial distance values and will try to improve them step 
by step. 

1. Mark  all points unvisited. Create a set of all the unvisited points called the unvisited 
set. 

2.Assign to every point a tentative distance value:  set it to zero for our initial point and to 
infinity for all other point. Set the initial  node as current. 

3.For the current point, consider all of its unvisited neighbors and calculate their tentative 
distances through the current point. Compare the newly calculated tentative distance to the 
current assigned value and assign the smaller one. For example, If the current point X is 
marked with a distance of 6, and the edge connecting it with a neighbor Y has length 2, then 
the   distance to Y through X will be 6+2=8. If Y was previously marked with a distance 
greater than 8 then change it to  8.otherwise, the current value will be kept. 

4.When we are done considering all of the unvisited neighbors of  the  current point, mark the 
current as visited and remove it from the unvisited set. A visited point will never be checked 
again. 

5.If the destination point has been marked visited ( when planning a route between two 
specific points) or if the smallest tentative distance among the points  in unvisited set in 
infinity ( when planning a complete traversal; occurs when there is no connection between 
the initial point and remaining unvisited points), then stop, the algorithm has finished. 

6. Otherwise, select the unvisited point that is marked with the smallest tentative distance, set 
 go back to step 3. 

THANJAVUR OVERVIEW: 

Thanjavur is the headquarters of the Thanjavur District. The city is an important agricultural 
centre located in the Kaveri Delta and is known as the Rice bowl of Tamil Nadu. Thanjavur is 
administered by a municipal corporation covering an area of 128.02 km2 (49.43 sq mi) and 
had a population of 290,720 in 2011. Roadways are the major means of transportation, while 
the city also has rail connectivity. The nearest airport is Tiruchirapalli International Airport, 
located 59.6 km (37.0 mi) away from the city. The nearest seaport is Karaikal, which is 94 km 
(58 mi) away from Thanjavur. 

THE PROBLEM IS TO FIND THE SHORTEST BUS ROUTE FROM 
KUMBAKONAM TO THANJAVUR OLD BUS STAND: 

Here I have used the concept of dynamic programming to find the shortest route from 
Lumberwoman to Thanjavurold bus stand where the problem is solved by using the recursive 
approach. Thus the solution procedure moves backward stage for obtaining optimum policy 
of each stage. 

PEOBLEM: 
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Consider the following diagram where circles denotes the places in betweenKumbakonam to 
Thanjavur Old Bus stand and the numbers in between the circles are the distance mentioned 
in kilometers, from one place to another. 

      Here 1 denotes the starting point and 10 denotes the ending point. 

And, the route 

1----3----6----7----10 

 

    Has been taken as the shortest route with total of 42.1 units ( mentioned in km ). 

CONCLUSION:

The operation research has a wide range of applications which has been evolved or developed 
throughout the history according to the necessity of the people. Of all the above  enlisted 
applications I have taken the Dynamic programming for finding the shortest path. 
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FUZZY ATTRIBUTE CONTROLS CHART FOR NUMBER OF 
DEFECTIVENESS USING PROCESS CAPABILITY 

 

 

ABSTRACT.  

In standard control outlines, all information ought to be all 

on the mathematical scale, like attributes for appearance, affectability, 
and covering.Cushio nedseat hypothesis is an excellent numerical way 
to dealwith oversee administer separate insufficiencies, problematic and 
without that can etymologically portray information in these conditions 
(Sogandietal.2014). Woolen control follows have been gotten out by 
changing goverthe shocking sets related to etymological or fascinating 
traits into scalars saw as master respect.In this paper, we pull in another 
delicate control outline for the proportion of defectives with a model. 

Keywords: Fuzzy control, -cut,np contro  

Introduction.  

There are two head sorts of careful cycle control (SPC). The focal 
sort works with evaluation information.For example, a model would be assessing 
the broad-ness of a chamber show edapart that is passed on by machining 
head way. The standard SPC method for controlling assessment information is to 
utilize R follows (Shewhart,1931).The subsequent kind structures with brand 
name information. For the current condition, rather than managing the 
guaranteed appraisal data, the correspondence control solitary presents a brand 
name like pass or dismissal. A standard SPC structure utilizes a p-plan subject 
to joined wellsprings of data and using binomial scattering. These common 
progressions work appropriately up to a piece of single information is needed for 
the appraisal information issues and as long as two fold information is required 
in the brand name information issues. Cushioned SPC iscolossal when 
transparent informations our cesare needed for these two SPC issue types, 
Montgomery (2008).WangandRaz(1990) plan two frame works for making 
variable control subject to etymological information. Consequently, Raz and 
Wang (1995) given out cushy one dsets to each phoneticterm to create and 
organize control graphs for etymological information.Gulbay and Kahraman 
(2004) made -level fragile control follows for credits information to address 
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the risks of the information and uncommon of the appraisal. There are different 
cases with inadequacy, challenging, and restricted or semantically depicted 
information in fundamental applications. Almost certainly, suggested 
information influence the presentation of the brand name control plan. 
Lateron,it is significant out ilizean other construction that. Then, improve the 
introduction of an expansive worth control diagram in the straight forwardness 
of assignable clarification. Finally, we consider another technique for control 
diagrams to change cushioned sets into scalars subject to -level tricky mid 
range.This evaluation paper is summed up as the hypothetical advancement of 
a delicate standard with the proportion of defective control strategies utilizing a 
measure limit is given under a game plan. 

 

Control charts for attributes 

There are various conditions where it is captivating to record recognizing 
information instead of parts (assessment) information. 

In one strategy for brand name testing, every unit is poor down and surmised 
a few insignificant classes; the standard practice is to utilize only two 
groupings, for example, broken and interfacing, yet branches could, likewise, 
be picked lacking adequate first quality, satisfying second quality,and so 
forth. Another arrangement join checking and recording the level of turnsinast 
and and unit of creation. 

Importance of the study 

In the unfathomably veritable world, the possibility of the thing and 
affiliation 

- able 
advancement in their business.Any industry overpowers their business if it 
outfits lovely quality things and relationships with the most held satisfaction 
to their clients.These days, the undertakings in the East or Western space of 
the world concerning globalization turn more around the Quality Control 
measures to improve the thing rules. 

In this article, we consider the condition when the standard worth of sigma is 
frail.We are amped designed checking past information, tie care concerning 
assessor that has a particular shape and being adequately quantifiable and 
needs little appraisal time.In like manner, in this article, we change the 

opinions on possible. 
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Methods and materials 

In the current Shewhart (1931)system, the technique for the control plan for 
number of defectives is worked with by the going with condition: 

 

Where UCL is the upper control limit, CL is the middle line and LCL is 
the lower control breaking point of npcontrol out line. Fuzzy numbers 
(Pbx,Pby,Pbz)are addressed with respect to each fuzzy perception on the 
control diagram for number of defectives.The middle line (CL) for the np-
control chart is as follows: 

 

By considering the nuances of control limits and feathery numbers basically dependent 
upon three-sided support works, the soft focus line, fleecy upper and cushioned lowere 
liminate points of th ecushy standard control diagram are given 

as follows: 

 

The proposed and affirmed standard deviations np-fuzzy control graph 
are assessed and carefully assessed by receiving measureability 

 
In this way, the after effects of the proposed fuzzy control limits for umber of 
defectives (np) with the help of interaction capacity, (Radhakrishnan and 
Balamurugan, 2011) are as per the following: 

The np -control cutoff points of the -cut fuzzy strategy for three-sided fuzzy 
numbers are gathered as follows: 
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Where,suggested the -level fuzzy np -control limits,alongside the standard deviation 

Moreover, the entire interaction in-control when the -level fuzzy midrange-control 
limits, along side and the cycle ability  

 

By utilizing the -cut technique for three-sided fuzzy numbers,areas per the following: 

Method 1: Cycle condition for fuzzy number of defectives (n~p) in light of fuzzy midrange 
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The -level fuzzy midrange control graph for the quantity of defectives (n~p) is developed 
and given underneath.  

 

-level soft midrange of test j for the measure of defectives 

from the affiliation  

 

Moreover, the entire interaction in-control when 

 

We suggested the -level fuzzy midrange-control limits, alongside  

and the cycle ability 

 

by utilizing the -cut technique for three-sided fuzzy numbers, are as per the 

following: 

 

Moreover, the entire interaction in-control when 
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6 

Method2:Cycle condition for fuzzy number of defectives(np
standard Consider the cases where in the fuzzy number of defectives(np
absolutely inside or outside the fuzzy control limits.The state of the interactionisin-
charge when and the state of the cycle is crazy when bz<UCLnp bxand 

bx>UCLnp bzand the condition of the process is out-of-control when bx> 

UCLnp bzor bz< UCLnp bx. 

Consider the cases where in the fuzzy number of defectives (np absolutely inside 
or outside the fuzzy control limit sutilizing measure capacity. The state of the 
cycleisin-charge when bz<UCLnp bx:Cpandbx>UCLnp bz:Cpand the state of the 

interaction is wild when bx>UCLnp bz:Cpor bz<UCLnp bx:Cp. 

Conclusion  

Maybe the central quantifiable correspondence control (SPC) contraptions are 
property control outline that screens quality credits.A few causes like mental assessment 
with drew information and human decisions in the quality brand name, impelling some 
degree of eccentricity and deficiency in the property control outline. In these conditions, 
it is cannier to apply the warm set speculation for control follows.Accordingly, in this 
paper, we drew a shocking np-layout utilizing measure capacity to screen property 

unequivocally precisely true to form,fittingly a change and improvement are needed by 
then/structure.It is kept up to utilize the proposed dubious control graph as an option 
instead of the Shewhart control plan. 

References 

1. Gulbay, M. Kahraman, C and Ruan, D. -Cut fuzzy control charts 
for linguistic data, In- ternational Journal of Intelligent Systems, 
19(2004) 1173 1195. 

2. Montgomery, D.C. Introduction to statistical Quality Control, 4th 
Edition, (2008) JohnWiley & Sons, Inc., New York. 

3. Radhakrishnan, R and Balamurugan, P. Construction of control 
charts based on six sigma Initiatives for the number of defects and 
average number of defects per unit. Journal of Modern Applied 
Statistical Methods, 10-2 (2011) 639 645. 

4. Shewhart,W.A.Economic Control of Quality of Manufactured 
Product.(1931)VanNos-trand. 

5. Sogandi, F. Meysam Mousavi, S and Ghanaatiyan, R. An extension 
of fuzzy p-control chart based on -level fuzzy mid range,Advanced 
Computational Techniques in Electromagnetics, (2014) 1 8. 

6. Wang, J.H and Raz, T. On the construction of control charts using 
linguistic variables, The International Journal of Production 



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 146 
  

 

Research, 28-3 (1990) 477 487. 
7. Wang, R.C and Chen, C.H. Economic statistical np-control chart designs 

based on fuzzy optimization. International Journal of Quality & 
Reliability Management, 12-1 (1995) 82  92. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 147 
  

 

ENUMERATING GRAPHS USING SPLIT DECOMPOSITION AND VERTEX 
INCREMENTAL 

 
 

 

 

 

ABSTRACT: 

              Enumeration in graphs is a central area of graphs algorithms, and it involves 
generating or listing all vertex or edge subsets of a graph satisfying a given property. As the 
number of objects to be enumerated is usually exponential in the size of the input graph, 
tractability of an enumeration problem is defined based on the size of the output. A class of 
graphs is a set of labelled graphs closed under isomorphism. The enumeration of certain 
classes of graphs that can be fully characterized by tree decompositions, these classes are 
particularly significant due to the algorithmic improvements derived from tree 
decompositions on classically NP-complete problems on these classes. In this paper, the aim 
is to study about Enumerating graphs using decomposition trees of distance hereditary graphs 
and 3-leaf power graphs. Also, by using the vertex incremental characterization of distance 
hereditary graphs to obtain upper bounds. 

Keywords: Split decomposition, Vertex incremental, Enumerating graph, Classes of graph, 

NP-Complete.  

2000 MATHEMATICS SUBJECTS CLASSIFICATION: 05C30, 05C65,05C69. 

I Introduction: 

 Our main goal in this paper is to gain a better understanding of the totally 
decomposable graphs in split decomposition. The first approach involves the notion of graph 
labeled trees and the methodology for creating such trees from the split decomposition 
operations. The second approach involves vertex incremental characterizations, which are the 
necessary and sufficient conditions under which adding a vertex to a graph in a certain class 
would produce another graph in that class. The techniques of decomposing graphs into trees 
has been an object of significant interest due to its applications on classical problems in graph 
theory. The enumeration of certain classes of graphs that can be fully characterized by tree 
decompositions, these classes are particularly significant due to the algorithmic 
improvements derived from tree decompositions on classically NP-complete problems on 
these classes. 
II. Enumerating graphs exactly using split decomposition 
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Definition 2.1 (Split decomposition):

A split of a graph G may be a bipartition ( ) of V(G) specified 

                        1. |

                       2. the edges between and induce an entire bipartite graph.

                   Note that the second statement within the definition is equivalent to the statement, 
each vertex of N is adjacent to each vertex of N .

Definition 2.2 (Degenerate graph):

                          A graph is degenerate if every bipartition of its vertices into two sets of siz
2 is a split, and a graph is prime if it has no split. The only degenerate graphs are known to be 
cliques and stars.

                          A clique is a graph in which every pair of vertices is connected by an edge, 
and a star is a graph with n vertices such that some vertex x V(G) is adjacent to the other 

, for some x V(G), we have E(G) = 
{(x, y) | y V(G) \ {x}}). In a star, we refer to the vertex x as its center and the other n-1 
vertices as its extremities. Figure 1 shows an example of a clique and Figure 2 shows an 
example of a star.

Centre                                      extremities

Figure 1. Clique with 4 vertices                      Figure 2. Star with 4 vertices

In a graph-labelled tree, an internal node labelled with a clique is called a clique node, 
an internal node labelled with a star is called a star node, and an internal node labelled with a 
prime graph is called a prime node. In general, if we have an internal node labelled with a 
graph of class , we call the node a node. Given a connected graph G, we begin with a 
graph labelled tree such that T has exactly one internal node labelled with G, and as 
such, |V(G)| leaves connected to the internal node. Necessarily, = {G}. We then repeatedly 
apply the following node-split operation until the internal nodes of T are labelled with graphs 
which are either degenerate or prime.

Definition2.3 (Node split operation):

    Given an internal node g of T with graph label G and a split of G, we can consider 
the complete bipartite graph H induced by the edges between and . Let denote the set 
of all vertices of H such that V1 and let  denote the set of all vertices of H such 
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that  V2. In the node-split operation, we replace g with two internal nodes, and , 
labelled with and respectively where and are the subgraphs of G induced by 
and respectively. We add a vertex to , and for each vertex , we add the edge 

to . Similarly, we add a vertex to , and for each vertex , we add the edge 
to . Finally, we add an edge to T connecting these two new internal nodes, 

between and .

                 An example of a node-split operation is shown in Figure 3. On the left could be a 
graph-labelled tree T before the split operation and on the proper is that the tree after the split 
operation, during which the internal nodes are denoted by large circles, the leaves are denoted 
by small, shaded circles (shaded red or green), and the marker-vertices are denoted by smaller 
circles (shaded black, grey, or white). Note that the leaves are labelled for convenience, and 
are not actually labelled in T. The leaves coloured in red represent the vertices of G 
associated with and the leaves colour red in green similarly represent . The edges of H 
are coloured blue, and the white marker-vertices represent while the grey marker-vertices 
represent . 

Note that the node-split operation does not modify the accessibility graph of the 
graph-labelled tree. Since the graph-labelled tree we started with had accessibility graph G, 
the resulting graph labelled tree after repeated applications of the node-split operations also 
has accessibility graph G. Thus, we obtain from a graph G, a graph-labelled tree such 
that the graph labels of T are all either degenerate or prime. And also the graph labelled tree 
can be reduced by the following definition.

Split                                      

          Figure 3. Example of a node- split operation on a graph-labelled tree

Definition 2.4:

A graph-labeled tree is reduced if 

1. every v 

2. there does not exist (u, v) E(T) such that their corresponding labels and are both 
cliques, and

2

G
6

1 5

4

3

2

G1 G2
6

a1 a2

1 5

4

3
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 3. there does not exist e = (u, v)  E(T) such that their corresponding labels and  are 
both stars where  is the center of  and is an extremity of .  

Every graph-labeled tree can be reduced, because any two adjacent clique nodes is 
the result of a node-split operation on a single internal node labeled with a clique, and any 
two adjacent star nodes (in the manner described) is the result of a node-split operation on a 
single internal node labeled with a star. 

III. Enumerating graphs constructively using vertex incremental 

Definition 3.1: Vertex incremental  

Considering a graph G and its vertex set V(G), for a set of vertices V  V(G), the 
neighborhood of V, denoted by N(V), is defined to be the set of vertices V(G) \V that are 
adjacent to at least one vertex in V. For a vertex v  V(G), the neighborhood of v, denoted by 
N(v), is defined similarly to be the set of vertices V(G) \ {v} that are adjacent to v. Also, for a 
set of vertices V  V(G), the closed neighborhood of V, denoted by N[V], is defined to be 
N(V) V, and similarly, for a vertex v  V(G), the closed neighborhood of v, denoted by N[v], 
is defined to be N(v)  {v}. 

 We now consider vertex incremental characterizations. A vertex incremental 
characterization of a class of graphs A is the necessary and sufficient conditions under which 
adding a vertex v to a graph from A would produce another graph in A. The characterizations 
are often written as a set of operations, which when repeatedly applied to a starting graph of 
one vertex (either in a specified order or in any order), would produce all graphs in A 
(considering all possible combinations of applying these operations). Moreover, the 
characterizations are derived from various types of tree decompositions, including modular 
decomposition, split decomposition, and bi-join decomposition. Their characterizations 
involve in the following operations: 

Pick a vertex x in g, add a new vertex  to G and pendant: add edge  

Starting vertex: 
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Operations 

        Pendent      True twin       False twin       True anti-twin    False anti-twin            Bipartite 

Table 1. Vertex incremental operations; the vertex/vertices in purple is the vertex x/vertices 
{ } (the vertex/vertices picked), and the vertices/edges in blue are the 
vertices/edges added due to the operation. 

 

 Graph Pendent True 
twin 

False 
twin 

   True 
anti-twin 

False 
anti-twin 

Bipartite 

     3-Laef       1      2     

      Cograph       X      X    

Distance hereditary      X      X      X    

(
-free graphs 

      X       X     X      X  

   (6,2)-Chordal 
bipartite graph 

     X       X    

   Parity graph       X      X    

 

   Table 2.Vertex incremental descriptions of certain graph classes; the numbers denote 
operations that must be performed in a certain order (3-leaf power graphs are characterized 
by some number of pendant operations followed by some number of true twin operations), 
while the denote operations that can be performed in any order. 

            -x', and for all y  N(x), add edge x'-y. 

             N(x), add edge x'-y.  

            -twin: add edge x x', and for all y N(x), add edge x'-y. 

            -twin: for all y N(x), add edge x'-y. 

 Pick a set of false twins X = { } in G (where  X if N )= N and 
) (G)) and 
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             B = to G (where and  is a bipartition of B 
such that every edge in B connects a vertex from   to a vertex from ), identifying certain 
vertices in  with the false twins. 

          Table 1 contains examples of each of the operations. Table 2 describes which 
operations characterize which graph classes. 

Conclusion: 

In this paper explained about enumerating graphs with split decomposition and vertex 
incremental characterizations are derived to the various types of tree decompositions to 
enumerate classes of trees. 
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CONTROL CHART FOR NUMBER OF DEFECTIVES 
USING TRIANGULAR FUZZY NUMBERS 

 

 

ABSTRACT. Quality control is to give a feasible structure to joining the undertakings of 
those in the affiliation obliged for the new development, backing and improvement of thing 
quality and to oblige creation, movement and organization at the most reasonable levels 
giving full satisfaction of the customer.  In this investigation article, the soft control diagram 
reliant upon the amount of defectives (np) is assembled and moreover the sensible model is 
given. 

1.INTRODUCTION 

Control traces have two sorts: variable and quality.Techniques of verifiable 
cooperation control are comprehensively used by the collecting industry to perceive and 
take out relinquishes during creation. Control diagram method is prominent as a basic 
development in progress cycle noticing (Montgomery,2008).The control diagram has a 
huge limit in distinctive the occasion of assignable causes, so the significant change can 
be made before non-changing things are manufactured in  agiganticaggregate 
(RungsaritIntaramo,2012).The control chart technique may be considered as both the 
graphical enunciation and movement of real theory testing. It is proposed that if a control 
chart issued to screen measure, some test limits should be settled, for instance, the model 
size, the inspecting stretch between reformist models, and quite far or fundamental 

ality 
and productivity.The essential objective of SPC resembles that of the control graph 
procedure, that is,to rapidly assess the occasion of assignable causes or cycle 
shifts.Roland and Wang (2000) introduced cushioned SPC theory reliant upon the use of 
feathery reasoning to the SPC-zone rules.El-Shal and Morris (2000) changed SPC-
zonerules to reduce sham alert and perceive the veritable error. Surely, the issue with 
control traces is achieved by questionable data for instance human, assessment devices or 
biological conditions.This investigation paper is summarized as the theoretical plan of 
cushioned standard with control graph for number of defectives (np) is given under with 
a portrayal. 
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2. METHODS AND MATERIALS  
 

In the current Shewhart  (1931) method, the arrangement of the control outline for number of 
defective is dictated by going with condition: 

 

UCLnp  = + 3  

CLnp     =  n  

LCLnp   =   n -3  

 

Where UCL is the upper control limit, CL is the centre line and LCL is the lower control limit 
of np control chart.  Fuzzy  numbers (Pbx,  Pby, Pbz) are represented as (  ,  ,  ) or 

each fuzzy observation on the control chart for number of defectives. The centre line (CL) for 
the -control chart is as follows: 

 

 

CL = (n  , n  , n )  .,n. 

 

By contemplating the meanings of  n  control limits and soft numbers chiefly  

reliant upon three-sided enlistment works, the cushioned center line, cushy upper  

and feathery lower cutoff points of the fleecy norm n  control diagram are given  

as follows: 

 

(UC  ,UC , UC )   =      
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(C  ,C , C )   = (n  , n  , n ) 

 

(LC  ,LC , LC )  =  

 

 

i.np:F Cp,i=x,y,z) for n -fuzzy  

control chart are estimated  and cautiously evaluated by adopting process capability 

Cp =  

 

So, the results of the proposed fuzzy control limits for number of defectives (n  

with the assist of process capability are as follows: 

 

 

(UC  ,UC , UC )    =     

 

(C  ,C , C )   =   (n  , n  , n ) 
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(LC  ,LC , LC )  =     

 

 

3. ILLUSTRATION 
 

The going with information gives the outcomes of audit of a sheet-metal part  

for a plane super supercharger skin (Grant and Leavenworth, 2000). The part was  

looked into resulting to being framed by a drop hammer. 

 

Table 1: Inspection of a sheet-metal part for an aircraft turbo-super  

charger skin 

Production  

Order 
number 

 

Lot size 

 

Number of  

Rejects 

Triangular fuzzy  

Numbers 

   

1 200 23 19 23 27 

2 200 15 10 15 19 

3 200 17 13 17 22 

4 200 15 12 15 18 

5 200 41 37 41 43 

6 200 0 0 0 4 

7 200 25 21 25 30 

8 200 31 26 31 34 

9 200 29 23 29 35 

10 200 0 0 0 4 

11 200 8 3 8 11 

12 200 16 13 16 22 
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The three-sided cushy numbers are gained by using PC program reliant upon  

the above discernment and given in a comparative Table-1. Then the centre lines (CL) for the 
fuzzy n  - control chart are as follows: 

 

The total number inspected 200 × 12 = 2400 

The total number of defectives  = 177 

Therefore,  

  =    =  = 0.0738 and 

  =  200 × 0.0738      CL  =   =  14.7500 

The total number of defectives,  =  220 

Therefore,  

  =   =  = 0.0917and   =  200 × 0.0917 

    CL  =   = 18.3333 

The total number of defectives,  

 = 269 

Therefore,  

  =   =  = 0.1121 And   =  200 × 0.1121, CL  =   = 22.4167 

The constructed fuzzy centre line, fuzzy upper and fuzzy lower limits of the fuzzy  

rule n  - control chart are given as follows: 
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(UC  ,UC , UC )   =     , 

(UC  ,UC , UC )  = 

  , 

 

(C  ,C , C )   = (n  , n  , n ) 

 

(C  ,C , C )   = ( 14.7500, 18.3333, 22.4167 ) 

 

(LC  ,LC , LC )   = , 

 

(LC  ,LC , LC ) =  

The recommended standard deviations for n  - fuzzy control chart are calculated  

by using process capability and presented in the Table-2. 
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Table 2: Calculation of proposed standard deviations from triangular  

fuzzy numbers for number of defectives 

Production  

Order  

Number 

 

 

 

 

 

 

 

 

 

 

1 4.1467 4.5117 4.8327 4.3894 5.0219 

2 3.0822 3.7249 4.1467 3.5174 4.3894 

3 3.4864 3.9440 4.4249 3.7925 4.6970 

4 3.3586 3.7249 4.0472 3.6024 4.2379 

5 5.4914 5.7092 5.8099 5.6355 5.8726 

6 0.0000 0.0000 1.9799 0.0000 2.5263 

7 4.3353 4.6771 5.0498 4.5624 5.2652 

8 4.7560 5.1181 5.3122 4.9972 5.4303 

9 4.5117 4.9795 5.3735 4.8251 5.5977 

10 0.0000 0.0000 1.9799 0.0000 2.5263 

11 1.7190 2.7713 3.2241 2.4606 3.4802 

12 3.4864 3.8367 4.4249 3.7192 4.7483 

 

The results of the proposed fuzzy control limits for number of defectives (np  

the assist of process capability are as follows: 

 

(UC  ,UC , UC )   =     

 

(UC  ,UC , UC )  =    
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(C  ,C , C )   =  (14.7500, 18.3333, 22.4167) 

(LC  ,LC , LC )  =     

 

 

(LC  ,LC , LC )  =    

 

4. COCLUSION 
np

quality exactly as expected, suitably a change and improvement is required at the same 
time/structure. Also, because of non-conventionality, it is recommended to use proposed 
fleecy n  - control chart as a choice as opposed  

to Shewhart control layout. 
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Abstract:  

The Maximum Clique Problem (MCP) involves identifying the largest set of vertices 
in a graph where every pair of vertices is mutually connected. This paper introduces a novel 
approach to solving the MCP using an optimized vertex cover strategy, enhanced by a new 
discrete particle swarm optimization procedure. The proposed algorithm was tested on a wide 
range of BHOSLIB benchmark graphs, containing up to 4,000 vertices, as well as on 
DIMACS benchmark graphs. Experimental results demonstrate that the new algorithm 
significantly outperforms existing methods in the literature for solving the MCP. 

Key-words: maximum clique; swarm intelligence; computational methods; combinatorial 
optimization. 

1.  Introduction 
The maximum clique problem (MCP) is one of the classic graph optimization NP-hard 
[1] problems. It has many real-world applications in the field of wireless 
telecommunications, civil engineering, electrical engineering [2]. The definition of the 
problem is, for an undirected graph ( , ) for each ( , ) , where ,  , we can 
find a subset  with maximum cardinality such that either   or  or ,  
such that the subgrpah induced by [ ] is complete.  The Maximum Clique Problem 
(MCP) is NP-hard, prompting researchers to focus on developing effective 
approximation algorithms. Recent advancements include Pullan's vertex-degree-based 
local search approach [3] and Wu et al.'s tabu search-based method [4]. Cai and Li [5] 
proposed a modified reactive tabu search algorithm, while Jiang et al. [6] introduced a 
multi-start iterated tabu search algorithm. Segundo et al. [7] presented BBMCSP, an 
efficient branch-and-bound algorithm tailored for finding maximum cliques in large, 
sparse graphs. Li et al. [8] implemented a static strategy that minimizes branches while 
preserving a fixed vertex order in GGG during search. Analyzing two complementary 
strategies, we introduce a new combined algorithm, MoMC. Tomita [9] introduced a 
depth-first search algorithm designed to enumerate all maximal cliques in an 
undirected graph ( , ) and Segundo et al. [10] implemented an exact approach, is a 
combinatorial branch-and-bound algorithm that reduces the branching tree by using a 
graph-coloring-based bounding technique and a filtering phase utilizing constraint 
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programming and domain propagation.  Despite these advancements, many of these 
algorithms suffer from drawbacks such as high computational costs, lengthy runtime, 
and complex iterative procedures. In this paper, we present a novel swarm 
optimization-based approach to address MWCP. Swarm optimization methodologies 
have shown significant promise in solving graph optimization problems, including 
routing problems [11], the minimum labeling Steiner tree problem [12], the set covering 
problem [13] and the weighted clique problem [14]. 

2. Methodology 
The adjacency matrix of the graph serves as the swarm's initial position, denoted as S. 
Let i represent a random feasible solution, which corresponds to the i-th particle 
column vector, where i = 1,2,...,n. The position of the i-th particle at the t-th iteration is 
determined by the equation 1

1
2 3 4  . Here, 1 is the particle's 

previous position,  indicates its attraction to its personal best position,  represents its 
attraction to the best position within its neighbourhood ( ), and * is the attraction to 
the global best position among all particles. The parameters 1, 2, 3 and 4 are 
controlling factors that influence the particle's movement. These parameters are 
uniformly set to 0.25 to ensure balanced probability distribution for jumps toward the 
attractors. 

To determine the direction of a jump, a random number within [0,1] is generated. If 
[0,0.25], the jump is directed toward i. For [0.25,0.50], the jump heads toward . 

If [0.50,0.75], the particle moves toward , and if [0.75,1], the jump is directed 
toward *. This process helps construct an initial feasible solution. 

To refine the feasible solution, the cost ratio metric is used for each vertex  in the 
column vector i. The vertex with the lowest degree is added to the feasible solution, 
while its corresponding column and row entries are removed from i, to prevent 
redundancy. This process continues until no columns contain non-zero entries, thus 
improving the feasible solution's quality and moving it closer to optimality. 

To further optimize the solution and remove redundant vertices that cover the same 
edges, let ( ) represent the set of edges incident to vertex . For every pair of vertices 
( , ) in the feasible solution, if ( )  ( ) = { }, the vertex with the smaller degree is 
retained in the feasible solution, while the vertex with the higher degree is removed. If 
no such condition is met, neither vertex is removed. This refinement process is applied 
to all vertex pairs in the feasible solution, iteratively improving it toward optimality. 

2.1 Computational Complexity 

If the input graph  has  vertices, the pseudo-code of the algorithm (as shown in 
Figure 1) reveals that constructing a feasible solution, refining it towards optimality, and 



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 163 
  

 

further improving the feasible solution require O( ), O( ), and O( ( 1)) running times, 
respectively. Consequently, the overall time complexity of the method is O( 2). However, 
this algorithm has certain limitations: it is designed specifically for simple undirected 
graphs ( , ), and while it identifies the optimal maximum clique for any given graph, it 
does not establish bounds for the maximum clique in specific graph families. In future 
work, we aim to address these limitations by incorporating additional parameters and 
factors into the algorithm. 

3. Simulation Results 
To evaluate the performance of the JPSC for the MCP, extensive computational 
experiments were conducted on two types of benchmark instance sets. 
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Fig. 1 Pseudo-code of the JPSC Algorithm 

3.1 BHOSLIB Benchmark 

The BHOSLIB (Benchmarks with Hidden Optimum Solutions for Graph Problems) 
benchmark includes instances related to maximum clique, maximum independent set, 
minimum vertex cover, and vertex colouring. These instances are derived from 
satisfiable SAT benchmarks, where the graph's vertices correspond to variables and the 
edges correspond to binary clauses in the SAT instances. The benchmark clique 
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instances are complements of these graphs and vary in size, ranging from less than 500 
vertices and 83,500 edges to over 1,500 vertices and 7,400,000 edges. 

To assess the JPSC's performance on BHOSLIB instances, the algorithm was tested on all 
40 instances, with results presented in Table 1. The optimal clique size for each instance 
is indicated by the two digits follo (G) represents the 

by the CPU to achieve this solution. JPSC successfully found the optimal solution in 98% 
of cases, failing in only two instances. Additionally, JPSC was tested on the newly 
introduced frb100-40-1 benchmark instance, which contains 4,000 vertices. While the 
optimal clique size is 100, JPSC identified a clique size of 96. Compared to previous 
methods, these results are promising, although not necessarily a complete 
improvement. 

Table 1. Performance of the JPSC algorithm for all 40 BHOSLIB benchmark instances.  

 

3.2 DIMACS Benchmark Graphs 

To further validate the effectiveness of JPSC, it was tested on 80 DIMACS benchmark 
instances with known results, which are accessible at 
http://cs.hbg.psu.edu/txn131/INSTANCES/clique.html. The JPSC's performance was 
compared with published results from state-of-the-art metaheuristic algorithms given in 
[8, 9, 10]and the obtained results are summarized in Fig. 2(a), 2(b), 2(c), 2(d), 2(e), 2(f), 
2(g), 2(h). 

The comparison reveals that JPSC delivers good solutions for nearly all 80 DIMACS 
instances but struggles to achieve optimality in large graphs, particularly the MANN-
type instances. Nevertheless, JPSC performs competitively with [8], often producing 
better results than other algorithms. For relatively small graphs, such as C125.9, 
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MANN_a9, and Hamming6-2, the competing algorithms exhibit performance 
comparable to JPSC. 

Direct comparisons of running times are challenging due to differences in 
computational environments. However, the setup for the method in [10] is relatively 
similar to the JPSC, allowing for approximate comparisons. JPSC generally 
demonstrated shorter running times than [10], except in two instances (p_hat700-2 and 
p_hat700-3). For large graphs such as keller6 and MANN_a81, JPSC required 25 and 43 
seconds, respectively, compared to Qualex-MS, which took 1,291 and 477 seconds. 

The results suggest that JPSC outperforms recently developed heuristic and 
metaheuristic algorithms regardingthe tested graphs' solution quality and 
computational efficiency. 

 

 
Fig. 2(a) Comparative results of optimum for a set of DIMACS Instances 

 

Fig. 2(b) Comparative results of computational time for a set of DIMACS Instances 
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Fig. 2(c) Comparative results of optimum for a set of DIMACS Instances 

 

Fig. 2(d) Comparative results of computational time for a set of DIMACS Instances 

 

Fig. 2(e) Comparative results of optimum for a set of DIMACS Instances 
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Fig. 2(f) Comparative results of computational time for a set of DIMACS Instances 

 

Fig. 2(g) Comparative results of optimum for a set of DIMACS Instances 

 

Fig. 2(h) Comparative results of computational time for a set of DIMACS Instances 
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4. Conclusion 
Swarm optimization-based heuristics have proven to be highly effective for addressing 
various combinatorial optimization problems. Building on this concept, the JPSC was 
developed for solving the MCP and this approach uses the three-phase strategy. 
Computational experiments on the BHOSLIB and DIMACS benchmark instances 
demonstrated that JPSC achieved state-of-the-art results, even without incorporating 
advanced metaheuristic components. Overall, JPSC outperformed recent approaches, 
such as k-local search, trust region techniques, and simulated annealing, in terms of 
solution quality across all tested graphs. The outstanding performance of JPSC on these 
benchmark instances indicates that the underlying greedy heuristic framework holds 
significant potential as a foundation for developing high-performance algorithms for 
other combinatorial optimization problems. 
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ABSTRACT  

                Mathematical model of epidemics to use math to predict how diseases spread and 
to help public health officials to make decisions. The mathematical treatment have 
contributed substantially in epidemiology area since the formulation of famous SIR model in 
the 20th century. It is used for predict outcomes , inform policy, analyse intervention and 
predict future growth . Models provides the valuable inputs to visualize how disease affects 
peoples. Models used the basic assumptions or collected statistics along with the mathematics 
to find the parameters for various infectious diseases and use those parameters are to 
calculated the effect of different interventions like mass vaccination programs. Mathematical 
model generates picture or a model of dynamics of disease, which can visually represented by 
graphs ,charts and comparative tables. 

Key words: Mathematical model, SIR, diseases , health. 

INTRODUCTION  

 Mathematical modelling plays a crucial role to understand and predicting the spread of 
epidemics, evaluate intervention strategies, inform Public Health decisions. The model can 
help to decide which the intervention to avoid which to trial or to predict future growth 
patterns. The modelling of infectious diseases is an tool that has been used to the mechanism 
by which diseases spread, to predict future course of outbreak and its strategies to control the 
epidemic. one the mathematical model is to constructed mathematical analysis, often the 
combined with computer stimulation help to investigate the Global behaviour of the model, 
draw out the consequence of the assumption that we have made. The earliest account of 
mathematical modelling of spread of diseases was carried out in 1960 by Daniel Bernoulli 
trained as a physician.Bernouli creates a mathematical model to define the practice of 
inoculating awareness of smallpox. It aims to provide into the how modelling can optimise 
health  policy and practice, especially in response to emerging diseases . 

EPIDEMIC MODELLING 

      An Epidemic usually begin with one infected person called zero individual,that means 
first one takes the virus .The famous epidemic model is the SIR model because despite its 
simplicity. An epidemic threshold, is able to know an essential future for epidemiology. It 
can be divided into  two States of epidemic: disease free scenario and the state of significant 
quantity of the infected people .There are so much of models more Complex than SIR  model 
but almost all of these are based on SIR rules,that describes very well the dynamic of 
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epidemic.SIR model is the investigated firstly to the successful model using the deterministic 
approach and the model in network using the stochastic framework. 

 TYPES OF EPIDEMIC MODELS 
 Stochastic 
 Dermistic 

 

STOCHASTIC : stochastic means being or having an random variable .It is and told for 
estimate probability distribution.In this method statistical agent level diseases dissemination 
in small or large populations are determined. It allows a random variation in one or more 
inputs over time. 

 

DETERMINISTIC: Deterministic mathematical models are used in dealing with the large 
population, in case of Tuberculosis .Individual in population are assigned to various 
subgroups each of them representative specific stage of epidemic.The population size in the 
compartment is differentiable with respect to time and epidemic process is deterministic 
.compartment can be calculated by using only the history that was used to develop the model 
.The transition rate from one class to another express by an derivative, Here by, the model is 
formulated by differential equations. 

 

SIR MODEL  

The SIR  model is a fundamental compartmental model that divides the population into three 
groups. 

 SUSCEPTIBLE (S) :Individuals who are not infected and can contract 
the disease. 

 

  INFECTED    (I) : The individuals of population who have infected 
with a disease and capable  of spreading the disease to those in the 
susceptible category. 

 RECOVERED (R ): R is the compartment used for individuals of the 
population who have infected and then removed from disease either 
due to immunization or due to death. Those in the category are not able 
to infected again or transmit the infection to others 
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. 

 BENEFITS OF MATHEMATICAL MODEL IN EPIDEMICS 

Mathematical modelling help epidemiologists and Public Health officials. It can predict 
this spread of epidemics, allowing for proactive decision making mathematical models can 
evaluate and effectiveness of various intervention strategies such as vaccination and Social 
distancing. It can inform an decision about resource allocation such as personnel , hospital 
capacity and equipment. It should assess the  risk of epidemic spread, allowing for target 
intervention. mathematical models and early warning system ,detecting before them widely. 
models can inform Rapid response strategies ,reducing the time between detection and  
intervention .It can optimize the resource use, reducing waste and improving efficiency 
.Mathematical models can help set priorities for empirical research by determining the 

insight for policy maker enabling them to make data driven decisions about Public Health 
intervention . 

 

Conclusion 

In this paper, I highlighted the critical role of mathematical model in powerful 
understanding and responding to epidemics by applying mathematical concepts and 
techniques to the study of epidemics. We can gain valuable insight into a dynamic of 
disease spread ,evaluate effectiveness of intervention Strategies and public health.  From 
this we can  improve pandemic preparedness and response, enhance decision making and 
reduce the Impact of pandemics on communities worldwide. This paper emphasizes that 
mathematical models are essential tools for public health. It provide a structured way to 
analyse the complex health issue, predict outcome  under various scenarios.Mathematical 
Model is an vital component of Public Health planning and decision making I consider 
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the meaning of SIR model.It is noteworthy that the SIR model,a closed society was 
assumed, and all individuals have same contact possibility. . 
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ABSTRACT 
A minimal dominating set in a graph is a subset of vertices where each vertex is either in the 

set or adjacent to one in the set, and no proper subset can dominate the graph. The minimal 

dominating graph focuses on identifying the smallest dominating sets that ensure full 

coverage. This concept plays a key role in optimizing resource allocation and network 

control. The study of minimal dominating graphs has applications in areas like 

communication networks and computational theory. 

Keywords: Dominating graph, Cardinal number, dominating set, domination number. 

 
INTRODUCTION 

 Graph theory has had an unusual development: problems involving graph first 

appeared in the mathematical folkore as puzzles. Later, graphs appeared in electrical 

engineering, chemistry, psychology and economics before becoming a unified of study. Today 

Graph theory is one of the most flourishing branches of modern algebra with wide 

applications to combinatorial problems and to classical algebraic problems. 

 Graph theory as a separate entity has had its development shaped largely by 

operational researchers. Occupied with Practical Problems.  It was with those practical 

problems in mind that we wrote our first book there edges graph set application published by 

Dunned in January 1958. 

 These two areas had many curious similarities; however, the integer linear programs 

that they solved did not overlap. Now, more than ever, we believe that these two areas should 

from the foundation of graph.                                

 

Definition: 1.1 
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 A graph G is an ordered triple (V(G),E(G),X(G)) consisting of a non-empty set V(G) 

of vertices, a set E(G) disjoint from V(G) of edges and an incidence function X(G) that 

associates with each  edge of G an unbounded pair of vertices of G. 

 

Definition: 1.2 

 A graph H= (V1, X1) is called a sub graph of G= (V, X) if V1  V and X1  X. If H 

is a sub graph of G we say that G is a sub graph of H. 

Example: 

                                5          6 

                             

                       

       1           2           3 

 The sub graph of the above graph is  

                                            5                 4     

  

                                                       

1   2 

 

Definition: 1.3   

 A graph without self-loops and parallel edges is called a simple graph. 

Definition: 1.4 

 A graph in which any distinct points are adjacent is called a complete graph. 

 The complete with n points is denoted by Kn. 

 

Example:                                          v1  

   

                         K4  =                        v4                                                                                                                   

                                            v2                           v3         

Note: 

 Each vertex of null graph is isolated.                                                         
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                     THE MINIMAL DOMINATING GRAPH 

2.1 Definition: 

 Let G be a graph. A set D  V is a dominating set of G if every vertex in V/D is 

adjacent to some vertex in D.A dominating set D of G is minimal if for any vertex V D, D/ 

{V}  is  not a dominating set of G. 

 

dominating set in G. 

Example: 

 Consider the graph G 

  

                               v1                               v2                          v3 

  G =  

                                    

                                     

                              v6                                   v5                                     v4                       

                                                                         Figure  2.1 

   {V1, V4} is a dominating set. 

   {V1, V3, V5}   is a minimal dominating set. 

    

   Since {v1, v4} is a minimum dominating set. 

 

2.2 Definition: 

 Let S be a finite set and let F = {S1, S2 n} be a partition of S. Then the 

 are the subsets in F and in which 

two vertices Si and Sj are adjacent if and only if    Si j   . 

2.3 Definition: 

 The minimal dominating graph MD (G) of a graph G is the intersection graph defined 

on the family of all minimal dominating sets of vertices in G. 

Example:         

        Consider the graph G 
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                                     v1                                                               

         (v2, v3)                                    (v2, v5) 

 

        v2                                    v3                                                    

                                                                                              (v3,v4)                     (v1,v4,v5)   

                      

                      v4                            v5                                      

                                                  G             MD (G) 

         Figure 2.2 

Minimal dominating sets are given by (v2, v3), (v3, v4),   (v2, v5) and (v1, v4, v5). 

 

2.4 Theorem: 

 

<p-  

Proof: 

Part (i) 

- imum 

degree of G. 

 To prove: MD (G) is connected. 

Case (1): 

 Suppose there exists two vertices u D1 and v D2 such that u and v are not adjacent. 

 Then there exists a maximum independent set D3 containing u and v.

 Since D3 is also a minimal dominating set . 

D1 and D2 are connected in MD (G) through D3. 

Case (2): 

 Suppose every vertex in D1 is adjacent to every vertex in D2. 

 We consider the following sub cases. 

Sub case: 2.1 

 Suppose there exists two vertices u D1 and v D2 such that every vertex not in D1  

D2  is adjacent to either u or v. 

Then {u, v} is a minimal dominating set of G. 
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 Hence D1   and   D2   connected in MD (G) through {u, v} 

Sub case: 2.2  

Suppose for any two vertices u D1 and v D2 there exist a  

 

vertex w  D1  D2.   Such that w is adjacent to neither u or v. 

 The there exists two maximum independent sets D3 and D4  

Containing u, w and v  respectively. 

 Thus as above D1 and D2 are connected in MD (G) through D3 and D4.Thus every two 

vertices in MD (G) are connected and hence MD (G) is connected. 

Part (ii): 

 Suppose MD (G) is connected. 

 -1. 

 -1 and u is a vertex of degree p-1. 

 Then {u} is a minimum dominating set of G and V\ {u} also contains a         minimal 

dominating set of G. This proves that MD (G) has atleast two components which is a 

contradiction since MD (G) is connected.  

-1. 

 

2.6 Theorem:  

  For any graph G, K (G)  MD (G) ---------(1) 

Furthermore equality is attained iff every minimal dominating set of  G is 

independent. 

Proof: 

           Given: let G be any graph.  

           To prove: K (G)  MD (G) 

 Let S denoted the family of all maximal independent sets of vertices in G. 

 Then  (G) =K (G) 

   (S)  MD (G) 

  K (G)  MD (G) 

Part (i): 

 Suppose the equation (1) is attained 
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  MD (G) =  (S) 

   Every minimal dominating set of G is independent 

Part (ii): 

 Suppose every minimal dominating set D of G is independent. 

 Thus MD (G) =  (S) 

  The equality in equation (1) is attained. 

                     Hence the proof. 

 

CONCLUSION 

  

conclude the preliminaries- dominating  & minimal dominating graph. The properties of the 

minimal dominating graph which is connected, complete, Eulerian and hamiltonian.                
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  Abstract 

A study of graph-theoretical approaches to specialization in biology explores the intersection 
of graph theory, a mathematical field, and biological systems, which often have complex and 
interconnected structures. In this context, specialization refers to the process by which 
organisms or biological systems adapt or evolve to fit particular ecological niches or roles. 
Graph theory provides a powerful framework to analyze relationships, structures, and 
interactions in biological networks. Protein Interactions and Complexesbiological systems' 
complexity, protein organization, and graph models. Measures of Centrality and Importance 
degree centrality, betweenness centrality, closeness centrality, eigenvector centrality. 
Structural Propertiesscale-free, small-world characteristics. Network Organization clustering, 
modularity, community detection. Mathematical Modelsduplication and divergence models, 
preferential attachment models. Network Evolutionnetwork growth, network rewiring. 
Protein-Protein Interaction graph theoretical approaches for disease associations. Gene 
Regulatory network analysis for cellular differentiation and response to stimuli. Analysis of 
complex biological networks has grown significantly.  

Keywords  

Graph grammar ,Specialization , Gluing construction , Set gluing , Protein-protein 
interactions,Gene regulatory networks 

1. Introduction to Graph Theory 

 Graph Basics: A graph is a mathematical structure consisting of vertices (nodes) and 
edges (connections between nodes). Graphs are used to represent networks of 
biological interactions such as gene regulatory networks, protein-protein interactions, 
and ecological networks. 

 Types of Graphs:  
o Undirected Graphs: Represent mutual relationships (e.g., predator-prey 

interactions). 
o Directed Graphs: Represent one-way relationships (e.g., gene expression 

regulation). 
o Weighted Graphs: Where edges carry weights that could represent interaction 

strength or probability. 
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2. Application of Graph Theory in Biological Networks 

 Ecological Networks: Graphs are used to model ecosystems, where nodes represent 
species and edges represent interactions like predation, symbiosis, or competition. 
These interactions determine the ecological roles and evolutionary strategies of 
species. 

 Gene Regulatory Networks: Genes are represented as nodes, and edges represent 
regulatory relationships between them. This network structure helps in understanding 
how genetic specialization occurs at the molecular level. 

 Protein-Protein Interaction (PPI) Networks: Protein interactions form a graph 
where nodes are proteins, and edges represent functional or physical interactions. 
Understanding these networks is crucial for studying cellular specialization and the 
development of specific functions within different cell types. 

3. Specialization in Biology and Its Graph Representation 

 Adaptive Specialization: Specialization is often the result of adaptive processes 
where organisms or biological systems evolve to optimize their function in a given 
environment. Graph theory models can quantify these evolutionary paths by exploring 
how nodes (species, genes, proteins) become specialized to particular roles in the 
system. 

 Evolutionary Graphs: Through graph-
study how species or genes diversify and specialize over time in response to 
environmental pressures. 

 Modularity and Clusters: In biological networks, specialized subgroups often form 
clusters or modules, which can be analyzed using community detection algorithms. 
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These clusters represent functionally specialized groups of genes or species, each 
contributing to a larger system. 

 

 

4. Graph Theory Methods for Studying Specialization 

 Centrality Measures: Centrality indices (e.g., degree centrality, betweenness 
centrality) help identify key nodes (species, genes, proteins) in a biological network 
that are critical for maintaining the overall function of the system. Highly central 
nodes are often those that act as hubs of specialization. 

 Network Robustness and Fragility: The robustness of a specialized system can be 
studied by analyzing the effect of removing certain nodes or edges. This can inform 
how a system responds to environmental changes, mutations, or disruptions. 

 Network Evolution: The evolution of specialization within a network can be 

such as preferential attachment, which is relevant for studying the evolution of 
specialized biological networks. 

5. Applications in Evolutionary Biology 

 Speciation and Niche Differentiation: Graph theory can model how populations 
evolve and diverge into specialized niches over time. The interaction network 
between populations and their environment can be studied to understand how 
specialization occurs through genetic drift, mutation, and natural selection. 

 Co-evolutionary Networks: Organisms often specialize in response to their 
interactions with other species. Graph theory allows the modeling of co-evolutionary 
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strategies. 

6. Case Studies and Examples 

 Symbiosis and Co-speciation: In mutualistic relationships, organisms specialize by 
developing highly specific interactions. Graph theory can be used to map these 
relationships and study how specialization occurs through co-speciation, where two 
species evolve in tandem. 

  
 Host-Parasite Interactions: Parasites often specialize to exploit specific hosts, and 

this relationship can be captured in a graph where nodes represent species and edges 
represent parasitic relationships. Evolutionary dynamics of host-parasite 
specialization can be analyzed using graph-based models. 

7. Challenges and Future Directions 

 Complexity of Biological Systems: Biological systems are inherently complex, with 
large-scale networks that are difficult to model comprehensively. Advances in 
computational methods are necessary to handle these complexities. 

 Data Integration: The integration of different types of biological data (e.g., genomic, 
transcriptomic, ecological) into a unified graph model presents challenges in terms of 
data accuracy and consistency. 

 Personalized Medicine: Graph theory approaches to understanding biological 
specialization can also be applied in medicine, particularly in personalized medicine, 

dentify 
specialized treatment strategies. 
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Conclusion 

Graph theory provides a robust framework for understanding biological specialization at 
various levels, from molecular networks to ecological systems. By analyzing biological 
interactions and structures as graphs, researchers can gain insights into how specialization 
evolves, how biological systems function, and how we can apply this knowledge to fields 
such as evolution, ecology, and medicine. As computational tools and algorithms improve, 
graph-based methods will continue to play an important role in unraveling the complexities 
of biological specialization. 
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A STUDY OF APPLICATIONS OF MATHEMATICS IN CRYPTOGRAPHY 

 

 

 

 

 

ABSTRACT 

This paper provides an overview of various cryptography algorithms, discussing their 

mathematical models and the areas of mathematics needed to understand them. While not 

he 

mathematical concepts and principles that are essential for understanding each of these 

algorithms. By providing an overview of the necessary mathematical backgrounds for various 

cryptography algorithms, this article shows the foundational knowledge needed to explore 

these algorithms in greater depth and to engage in the ongoing research and development in 

 

Keywords: Cryptography, matrices, graph theory,probability theory, encryption, decryption, 

algorithms. 

1.INTRODUCTION 

Cryptography is the technique to secure communication and protecting sensitive data,and 

understanding the mathematical concepts behind these algorithms is important for 

The aim of cryptography is to send messages across a 

channel only the appropriate receiver can only read the message from sender. Probability 

theory used to analyse the securityaspects of these systems. The concepts like datastructures, 

algorithms, and programming plays a vital role for implementing and utilizingcryptography 

algorithms. By exploring the mathematical related areas for each cryptographic algorithms, 

individuals can gain the prior knowledge to engage effectively with these algorithms and 

contribute to the research and development in this s article aims to provide 
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understanding of mathematical application underlying into 

algorithms. 

MATHEMATICS IN CRYPTOGRAPHY 

2.MATRICES IN CRYPROGRAPHY 

Matrices is one of the important applications of inverse of a non-singular square matrix is in 

cryptography. Cryptography isthe process of converting ordinary text into cipher text and 

vice-versa. It is a method of storing and transmitting data in a particular form so that only the 

person for who intended can read and process it. Cryptography not only protects data from 

theft or alteration but also can used for user authentication. Encryption and Decryption are 

the main two factors of Cryptography. Encryption means the process of transformation of an 

information into an unreadable form. On the contrary, Decryption means the transformation 

of the encoded text back into original form of the text. Encryption and decryption require a 

secret key which is known only to the sender and the receiver. This secret keyis required for 

an encryption and decryption process. Generating a secret key by using a non-singular matrix 

to encrypt a message by the sender. The receiver decodes (decrypts) the message to receive 

the original message by using the inverse of the matrix. The matrix used for encryption 

isencryption matrix (encoding matrix) and the matrix used for decoding is called 

decryptionmatrix (decoding matrix). 

2.1Encryption of message using matrix.  

The plain text message to be encryptedusing following steps. 

 The letter of the message is grouped into strings of two or three.  

 Convert each group into a string of numbers by assigning a number to each letter of 

the divided message. Remember to assign letters to blank spaces.  

 Convert each group of numbers into column matrix.  

 Convert these column matrices into a new set of column matrices by multiplying them 

with a compatible square matrix of your own that has an inverse. 

 The new set of numbers or matrices represents the ciphertext (coded message). 

2.2 Decryption of cipher text message by matrix 
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The cipher text messagecan be decrypted using following steps. 

 Take the string of coded numbers and multiply it by the inverse of the matrix thatused 

to encode the message.  

 Associate the numbers with their corresponding letters to decode the message. 

3. GRAPH THEORY IN CRYPTOGRAPHY 

Graph theory is the study of graphs, which are mathematical structures used to model 

pairwise relation between objects. In an undirected graph G (V, E), where V is the set of 

vertices and E is the set of edges. A walk-in which vertices are not repeated is called path. In 

a graph, a cycle is a non-empty trail in which only first and last vertices are equal. A graph is 

a complete graph when there is an edge between any two vertices of the graph. 

3.1 Proposed Algorithm  

In this algorithm, we represent each character of the message to be encrypted as the vertices 

of the graph. We keep adding vertices until we form a cyclic graph. By using a keyword, 

whose length is longer than the message, we encoded the message in such a way that each 

letter of the message would convert to the number of letters between it and the corresponding 

letters of the keyword using the encoding table. Then the weight of each edge is calculated as 

the distance between the encoded character of the adjacent edges as in the message. If we get 

the weight as zero, we represent it as 27 (which is the last index in the encoding table). Then 

each vertex in the graph is joined by edges to make the graph a complete graph. For every 

newly added edge, it has a sequence weight, starting from last index (28, 29, 30. . .). Add 

special character A to the starting character. A is encoded as the difference between the 

corresponding indexes of the remnant character in the keyword and the special character. 

Adjacency-matrix is constructed from this complete graph. After that Minimum 

SpanningTree (MST) is constructed and represented as adjacency-matrix. Then replace the 

zero diagonal entries by 0,1,2, . . .  Adjacency-matrix of the complete graph is multiplied to 

the adjacency-matrix of MST. The resultant matrix is multiplied to the key matrix which 

gives the final matrix which is to be sent to the recipient.  

4.PROBABILITY THEORY 
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Probability theory deals withthe study of uncertainty and random phenomenon. It provides a 

framework for quantifying andanalysing the likelihood of events occurring in various 

situations and chances of occurrence of certain outcome. It includes the conceptssuch as 

sample space, random variables, probability distributions, and statistical 

inference.Cryptographic hash functions often involve probabilistic analysis, such as the 

probability of collisions or pre-image resistance. 

In cryptography, probability theory is used to mathematically analyse the likelihood of an 

attacker successfully breaking a cryptographic system, essentially providing a framework to 

quantify the security guarantees of an encryption algorithm by considering the randomness 

involved in key generation, nonce selection, and other aspects of the system, allowing for a 

more precise understanding of its potential vulnerabilities.  

Statistics: Understanding statistical concepts and techniques can complement and enhance 

the understanding and application of probability theory. 

5. CONCLUSION 

The study reveals that the 

advanced. Matrices used to develop the secret key for encryption and decryption algorithm 

which secure the message from sender to appropriate receiver. In graph theory, the spanning 

tree concept used for encryptionof the message.Graph theory used in cryptography to 

represent data, design encryption algorithms, and model cyber security events.Hash functions 

draw from probability theory. This papershows that 

mathematical areas as we explore more advanced classes of cryptography algorithms. 
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Abstract 

Graph energy, a concept derived from spectral graph theory, is a significant mathematical 
measure that has found applications in various scientific domains. This study explores the 
fundamental aspects of graph energy, focusing on its mathematical formulation, properties, 
and bounds. Using adjacency matrices and eigenvalues, the energy of a graph is defined and 
analyzed in different types of graphs, including complete graphs, bipartite graphs, and 
strongly regular graphs. The classification of graphs as hyper-energetic and non-hyper-
energetic is also discussed, along with their implications. Additionally, real-world 
applications of graph energy in chemistry, physics, computer science, and social networks are 
examined. This research provides valuable insights into how spectral properties of graphs 
contribute to solving practical problems in diverse fields. 

Keywords: 

Spectral graph theory, scientific domains, fundamental aspects, complete graphs, bipartite 
graphs, hyper and non-hyper energetic graphs, real-world applications of graph energy, 
properties of graph. 

Introduction 

Graph theory, an essential field of mathematics, was initiated in 1736 by Euler when he 
solved the Königsberg bridge problem. Since then, it has expanded to various applications in 
operations research, physics, chemistry, economics, genetics, sociology, and engineering. One 
of the fascinating topics in graph theory is the energy of a graph, which involves studying the 
eigenvalues of graph matrices to determine various graph properties. 

The concept of graph energy finds applications in chemistry, where it helps approximate the 
-electron energy of molecules. In mathematics, it provides valuable insights into 

spectral graph theory. This article delves into the fundamental aspects of graph energy, 
including the different matrices associated with graphs, properties of graph energy, and its 
applications. 

Preliminaries of Graph Theory 



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 193 
  

 

Graphs 

A graph G is a set of vertices V(G) and edges E(G) that connect pairs of vertices. Graphs can 
be classified as: 

 Simple graphs: Graphs without loops and parallel edges. 

 Multigraphs: Graphs that contain loops or multiple edges between vertices. 

 Complete graphs: Graphs in which every pair of vertices is connected by an edge. 

 Bipartite graphs: Graphs whose vertex set can be divided into two disjoint sets such 
that no two vertices within the same set are adjacent. 

 Isomorphic graphs: Two graphs that have the same structure but may be drawn 
differently. 

The mathematical representation of graphs often involves matrices, such as the adjacency 
matrix, incidence matrix, and Laplacian matrix. 

Matrices in Graph Theory 

Matrices provide an algebraic representation of graphs. Some key matrices include: 

 Adjacency matrix (A): A square matrix where entry Aij = 1 if there is an edge 
between vertex vi and vj, and 0 otherwise. 

 Incidence matrix (Q): A matrix showing the relationship between vertices and edges, 
where each column corresponds to an edge. 

 Degree matrix (D): A diagonal matrix where the diagonal entries represent the degree 
of vertices. 

 Laplacian matrix (L): Defined as L = D - A, it helps in analysing graph connectivity. 

 

Energy of Graphs 

The energy of a graph, denoted as E(G), is the sum of the absolute values of the 
eigenvalues of its adjacency matrix A(G). 

E(G) =  

1 2 n  are the eigenvalues of the adjacency matrix A(G) of the 
graph. 

Properties of Graph Energy 
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 Non-negativity: The energy of a graph is always non-negative. 

 Disconnected Graphs: The energy of a disconnected graph is the sum of the energies 

of its connected components. 

 Energy of a Complete Graph: The complete graph Kn has energy 2(n-1) 

 Bounds on Energy: Various upper and lower bounds exist for the energy of graphs 

based on their structure and degree sequence. 

Hyper-Energetic and Non-Hyper-Energetic Graphs 

Graphs can be classified based on whether their energy exceeds that of the complete graph of 
the same order: 

Hyper-energetic Graphs: Graphs where E(G) > 2(n-1). 

Non-hyper-energetic Graphs: -1). 

Certain circulant graphs and strongly regular graphs are known to exhibit hyper-energetic 
properties. 

Bounds on Energy 

General Bound on Energy 

For any simple graph G with: 

 n vertices,

 m edges, 

the energy is bounded by: 

 + ) 

Applications of Graph Energy 

The concept of graph energy has various applications in different scientific domains: 

1. Chemistry  Molecular Sta -Electron Energy 

 In chemical graph theory, the Hückel molecular orbital theory uses graph energy to 
approximate the -electron energy of molecules like . 

 The adjacency matrix of the molecular graph represents atomic connections, and its 
eigenvalues help predict molecular stability. 
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2. Electrical Networks & Circuit Analysis 

 Graph energy is used in analyzing electrical circuits, where nodes represent 
junctions, and edges represent resistors, capacitors, or inductors. 

 The Laplacian matrix of the network graph helps in solving Kirchhoff's laws, 
determining current flow and voltage distribution. 

3. Social Networks  Influence & Connectivity 

 In Facebook, Twitter, and LinkedIn, energy of a social graph (where nodes are 
users and edges are relationships) helps determine how influence spreads and how 
connected a network is. 

 The eigenvalues of adjacency matrices reveal the most influential nodes (users). 

4. Transportation & Traffic Flow Analysis 

 Road networks are modelled as graphs where intersections are vertices and roads are 
edges. 

 Graph energy helps analyse traffic flow, congestion hotspots, and optimal route 
planning. 

5. Image Processing & Computer Vision 

 In image segmentation, pixels are treated as graph nodes, and edges connect similar 
pixels. 

 Energy minimization techniques, derived from graph eigenvalues, help in object 
detection, image clustering, and facial recognition. 

6. Quantum Mechanics & Physics 

 Graph energy principles are used in quantum systems to study energy states of 
quantum particles and how wave functions behave in a networked environment.  

Conclusion 

The study of graph energy provides valuable insights into the structural properties of graphs 
and their applications. By leveraging spectral graph theory, researchers can analyze 
connectivity, stability, and performance across different disciplines. Further research in this 
field may lead to deeper understanding and new applications in both theoretical and applied 
mathematics. 
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ABSTRACT: 

Queuing theory is a branch of mathematics that focuses on the behavior of 
waitinglines, or queues. Its relevance is crucial in the assessment and enhancement of 
systems where the timing of customer arrivals and service delivery is critical, such as in 
banks, hospitals, airports, and call centers. By utilizing queuing theory, system designers 
can develop service frameworks that are more efficient and effective, thereby minimizing 
wait times, increasing customer satisfaction, and managing operational expenses. Public 
service counters, which provide a range of services including passport applications, 
business transactions, and advisory services, serve as an ideal context for the application of 
queuing theory. These counters frequently face challenges related to high demand, limited 
resources, and intricate procedures. In the absence of an effective management system, they 
may encounter problems such as service delays, poor customer experiences, and diminished 
efficiency.The primary objective in addressing queuing issues is to find a balance between 
the costs associated with waiting and the expenses incurred from augmenting resources. In 
this context, the application of queuing theory is essential. It improves both the 
performance and quality of service at public service counters, 
vital importance in the management of public services. 

KEYWORDS:Queuing Theory, Public Service Counters, Service Systems 

Introduction 

Queuing theory had its origin in 1909. The theory of queues and its application have 
grown tremendously over the year for analytical innovations in the theory. A queue 
orwaiting line is formed when units, need some kind of service arrive at a service channel 
that offers such facility. A queuing system can be described by the flow of units for service, 
forming or joining the queue if service is not immediately available and leaving the system 
after being served sometimes. The basic features which characteristic a system are input, 
service, mechanism, queue, discipline, number of service channels. By units, we mean those 
demanding service. The input describes the manner in which units arrive and join the 
system. The system is called a delay or loss system. Depending on whether aunit who on 
arrival finds the service facility occupied joins or leaves the system. The system may have 
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either a limited or an unlimited capacity for holding units. In general, the queuing system 
consists of one or more queues and one or more servers, and operates under a set of 
procedures. Let us consider the reservation counter of an airlines where customers arrival 
depends on the served status, the incoming customer either waits at the queue or get the 
turn. If the system is free at the time or arrival of a customer. 

The customer can directly enter into the counter for getting service and then leaves the 
system.Inanyservicesystem/manufacturingsysteminvolvingqueuingsituation,the 

objective is to design the the system in such a manner that the average waiting time of the 
percentage utilization of the server is maintained above a desired level. 

QUEUINGMODELSINHOSPITALS: 

Queuingmodelshavebeenextensivelyusedtomodelandanalyzedifferenthealth cases 
system such as hospitals paramedical industry and organ transplant. 

STAFFPLANNING 

Staff planning in order to satisfy the demand is one of the areas in which 
queuing models can be used effectively. Queuing models can help planners to estimate the 
number of required staff in each unit to achieve an acceptable customer LWTR. A method 
based on GI /G/C(t) model to find the adequate number of servers for reducing waiting time 
in an emergency department. They also considered limited waiting room, patient's priorities 
and single visit of the system by each server with in a certain period of time in the model. 
The M /M /C queuing model was utility to find the optimal staffing levels to handle the 
variation in call arrivals to an appointment system. They found that the existing staff and 
the number of hours they were working was enough to handle the demand and by 
redistributing server capacities over time, they could effectively reduce customer 
complaints. 

PATIENTPLANNING 

Patient appointment systems are highly correlated with patients waiting time 
and 

ation are primary goals of a healthcare provider, it is necessary for them to 
design and implement an efficient appointment system to be able to improve the quality of 

ing a 

regular interval, each equal to average service time and the server starts working when the 
second patient arrives. 

The impact of variation in demand, size of the queue and appointment intervals was found 
queuing models was used to find the number ofbeds and servers in a hospital. Considering a 
defined amount of waiting, he also determined an appointment system to assign patients to 
servers in this hospital. 

AMBULANCESYSTEM 
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In case of a medical emergency, it is very important for ambulance services 
to reach the site as fast as possible. Patient waiting time in this situation is a key indicator 
for ambulance system performance. The problem of a fleet configuration was studied in 
which emergency vehicles receive demand calls while they are on the road. Their goal was 
to minimize the operational cost subject to constraints including maximum vehicle size and 
maximum waiting time of a patient. They showed that by sharing the buffer of orders 
between a set of vehicles, the customer waiting time can be reduced up to 10%. The 
queuing theory was used to support decision-making in the ambulance business and 

arately. They used the 
proposed model to evaluate the impact of operational enhancements and optimize the 
geographical coverage of the bases. 

EMERGENCYDEPARTMENT 

Inadequate or delayed service in the emergency department may result in a huge 
costtothesystemandsometimesresultindeathorseriousinjuriestopatients.Ontheother 

hand, using expensive resources (doctors and medical equipment) for situations other than 
those intended (true emergencies) in this department may decrease the effective utilization 
of these resources and increase the service cost. So it is important for hospital managers to 

managethe overall costs. Another interesting characteristic of the emergency department is 
that patients arrive randomly which makes modeling arrivals in this department a 
challengingtask. 

Presents the description of the methods that were adopted made to discuss the following: 

 Method of Data Collection 
 Measure of queue length 
 Queuing models Based on the Birth and Death Process 

SERVICETOTHEPATIENTS 

The patient arrival at the hospital at random and the queue discipline is first 
come, first  served. The hospital under this study operates 24 hours and consultation is 
open for all patients that are appointment patients, same day appointment patients (walk-
ins) and new patients. All patients have to go to the reception desk for submission of their 
hospital card and if necessary, for initial screening before consultant. Monte Carlo 
Simulation method was successfully used to describe the complexity and dynamics of 
patients flow. 

Presentation Of Data 

The basis of Monte Carlo simulation is experimentation on change (or 
probabilistic) elements by means of random sampling. Setting up a probability distribution 
of important variables. 

1) Building a cumulative distribution for patients in the queue. 
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2) Establishing an interval of random numbers for each variable. 
3) Generating random number. 
4) Actually simulating a series of trials. 

The distribution of arrivals and accumulated patient in the queue in hospital are given 
below where service time is assumed constant for all patients and thus five minute per 
patient. The research has used the two hospitals because of the number of patients they 
handle and the queue they experience. 

CUSTOMERSMANAGEMENTINBANKINGSYSTEM: 

Queue is a common sight in banks especially on Mondays and Fridays. Customers 
waiting in line to receive services in any service system are inevitable and that is why queue 
management has been where the manager face shuge challenge. The concept of providing 
and receiving services is inherent in todays specialized and interdependent world. Indeed, 
one of the most common phenomena of modern life is that customers such as human beings 
or physical entities, requiring service arrive at a set of service facilities that provides 
services. If upon arrival, the service facilities are free, customers are provided services 
without waiting. However, if the service facilities are not free, the customers either wait in a 
queue to receive their turn for service or they get discouraged by seeing the queue length 
and decide not to join the queue. This situation is often found in our money deposit banks 
and other service industries. It has been observed that in these outlets, our money deposit 
banks and other service industries, facilities have limited capacity to meet customers needs 
or demand; as aresult, there are differences in the arrival of customers and the time taken to 
render services. Also, some services have peak periods or days, such as days before any 
public holiday in our commercial banks when customers outnumber the facilities available. 
A breakdown of the service facilities such as machines (network failure), limited personnel 
and inefficient use of resources usually arise. These situations give rise to the formation of 
long queues which usually leads to customers dissatisfaction, low patronage and eventual 
attrition. 

CASHTRANSACTIONMODEL 

The Queuing model is commonly labeled as M/M/c/K, where first M represents 
Markovian exponential distribution of inter-arrival times, second M represents Markovian 
exponential distribution of service times, c (a positive integer) represents the number of 
servers, and K is the specified number of customers in a queuing system. 

M/M/1 queuing model means that the arrival and service time are exponentially 
distributed (Poisson process). For the analysis of the cash transaction counter M/M/1 
queuing model. 

All customers arriving in the queuing system will be served approximately equally 
distributed service time and being served in an order of first come first serve, whereas 
customer choose a queue randomly, or choose or switch to the shortest length queue. There 
is no limit defined for number of customers in a queue or in a system 
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METHOD 

Data for this study were collected from XYZ Bank. The methods employed during 
data collection were direct observation and personal interview and questionnaire 
administering by the researcher. Data were collected for four weeks. The assumptions made 
for queuing system which is in accordance with the queue theory. They are 

1. Arrivals follow a Poisson probability distribution at an average rate of 
unit of time. 
2. The queue discipline is First-Come, First-Served (FCFS) basis by any of the servers. 
There is no priority classification for any arrival. 
3. time. 
4. There is no limit to the number of the queue (infinite). 
5. The service providers are working at their full capacity. 
6. The average arrival rate is greater than average service rate. 
7. Server she rerepresent cash transactors 
8. Service rate is independ ent of  line length; service providers do not go faster because the 
line is longer. 

ANALYSISOFCOSTS 

In order to evaluate and determine the optimum number of servers in the system, 
two opposing costs must be considered in making these decisions: 

(i) Service costs 
(ii) Waiting time costs of customers. 

Economic analysis of these costs helps the management to make a trade-off between the 

increased costs of providing better service and the decreased waiting time costs of 
customers derived from providing that service. 

 

 

CONCLUSION 
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The main objective is to apply queuing theory in the management of time in commercial 
banks. It aims at designing a system that will optimize a stated measure of performance 
such as the sum of costs of customer waiting and cost of idle facilities. The result of 
queuing analysis can be used in the context of a cost optimization model. The applications 
of queuing theory in modeling hospital processes have been reviewed and health care 
facilities are directly dealing with human lives,improving system performance is a very 
impotent goal increasing servers utilization and decreasing patients, waiting time can 
enhance system productivity 

Queuing theory provides an effective and power full modeling technique that helps to 
achieve goals. We have developed an analytic queuing network model for station in a 
macro- point of view and computed the number of gathering and scattering passengers with 
certain rate of remaining passengers and also to offer some directions for subway managers 
to find out optimum solutions. There are several future research opportunities in developing 
dynamic resource allocation model in case of multiple patient categories and several service 
resource. 
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Abstract 

Fuzzy Logic (FL) is a core Component of the Artificial Intelligence (AI) because it enables 
computers to understand vague and confusing data in a way similar to human intelligence. In 
contrast to traditional binary logic, where answers are clearly shows yes or no (0 or 1), while 
Fuzzy Logic enables degrees of truths to be included in answers. Because of this capability, 
Fuzzy Logic is extremely useful in the practical applications of AI in real life, such as 
decision-making, pattern recognition, and human language processing. At Higher Education 
level, Fuzzy Logic can transform education by enabling personalized education, adaptive 
testing, and intelligent tutoring. It can enable the students to gain academic experience that is 
more suited to their individual learning pattern. Moreover, Higher Educational Institutions 
can leverage Fuzzy Logic to enable better decision-making, maximize the distribution of 
resources, and boost research on AI-based technologies.This application of Fuzzy Logic in 
the analysis of AI research will prepare students with efficient problem-solving skills and 
knowledge. Fuzzy Logic stands as a cornerstone in shaping the future of intelligent, 
adaptable, and inclusive learning experiences. 

Introduction 

Artificial Intelligence (AI) has revolutionized numerous sectors, and its impact on education 
is increasingly evident. One of the fundamental AI components, Fuzzy Logic (FL), has 
emerged as a significant tool in processing uncertain and imprecise data, mimicking human 
reasoning. Unlike classical binary logic, Fuzzy Logic allows for degrees of truth, making it 
particularly suitable for handling real-world complexities. This paper explores the integration 
of Fuzzy Logic into AI, its applications in education, and its potential to shape the future of 
higher education institutions. 

Understanding Fuzzy Logic in AI 

Fuzzy Logic, introduced by Lotfi Zadeh in 1965, extends traditional Boolean logic by 
incorporating intermediate truth values between 0 and 1. This makes it a powerful tool for 
reasoning in uncertain environments. In AI, Fuzzy Logic enhances machine intelligence by 
allowing systems to make nuanced decisions rather than binary classifications. This 
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flexibility is particularly useful in areas such as robotics, natural language processing, and 
decision-support systems. 

Key characteristics of Fuzzy Logic include: 

 Approximate Reasoning: Unlike crisp logic, which requires exact inputs, Fuzzy 
Logic accommodates uncertainty. 

 Linguistic Variables: Human-like descriptions (e.g., "high," "medium," "low") are 
incorporated into decision-making. 

 Fuzzy Sets: Data classification is more flexible, allowing partial membership rather 
than strict categories. 

 Rule-Based Approach: A set of If-Then rules help make logical inferences, making 
the system more interpretable and adaptable. 

The Role of Fuzzy Logic in AI Applications 

Fuzzy Logic has found extensive applications in AI-driven systems, including: 

 Decision-Making Systems: AI models use Fuzzy Logic to assess multiple factors 
simultaneously, improving automated decision-making. 

 Pattern Recognition: It enhances AI's ability to interpret complex patterns in data, 
benefiting medical diagnoses, financial forecasting, and image recognition. 

 Human Language Processing: FL improves natural language understanding by 
dealing with ambiguities in spoken and written communication. 

 Automation and Robotics: Fuzzy Logic is widely used in robotics to optimize 
motion planning and enhance human-robot interactions. 

Transforming Higher Education with Fuzzy Logic 

Fuzzy Logic holds immense potential to revolutionize higher education by making learning 
experiences more adaptive, personalized, and efficient. 

Personalized Education 

Fuzzy Logic enables AI-driven learning platforms to adjust teaching methodologies based on 
individual student preferences. By analyzing factors such as learning speed, comprehension 
levels, and engagement patterns, AI can provide customized course recommendations and 
real-time feedback. 

Adaptive Testing 

Traditional assessment models often fail to capture the nuances of student understanding. 
Fuzzy Logic enhances adaptive testing by dynamically adjusting question difficulty based on 
real-time student performance. This ensures a fairer evaluation system and better identifies 
knowledge gaps. 

Intelligent Tutoring Systems 
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Fuzzy Logic-powered intelligent tutoring systems (ITS) offer interactive, AI-driven guidance, 
helping students grasp complex concepts. These systems analyze student inputs and respond 
with tailored explanations, improving comprehension and retention rates. 

Institutional Benefits of Fuzzy Logic in Higher Education 

Higher education institutions can significantly benefit from Fuzzy Logic applications in 
decision-making and resource optimization. 

Enhanced Decision-Making 

University administrations can leverage Fuzzy Logic in strategic planning, faculty 
recruitment, and financial management by incorporating multi-variable decision criteria. 

Optimal Resource Distribution 

By analyzing data on student enrolment trends, faculty workloads, and infrastructure usage, 
Fuzzy Logic helps optimize resource allocation, reducing waste and improving efficiency. 

 

 

AI-Based Research Advancements 

Fuzzy Logic facilitates AI research by providing a robust framework for handling imprecise 
data, fostering innovation in machine learning, robotics, and human-computer interaction. 

Preparing Students for AI-Driven Problem-Solving 

The integration of Fuzzy Logic in AI education equips students with essential problem-
solving skills. By working with real-world datasets and AI models, students develop expertise 
in: 

 Logical Reasoning and Decision Analysis 

 Programming and Algorithm Development 

 AI Ethics and Responsible Implementation 

These skills prepare graduates for careers in AI research, data science, automation, and 
software development. 

Conclusion 

Fuzzy Logic stands as a foundational element of AI, enabling systems to handle uncertainties 
and provide human-like reasoning capabilities. Its applications in higher education are 
transformative, fostering personalized learning, adaptive testing, and intelligent tutoring. 
Additionally, institutions can optimize decision-making, resource management, and AI-based 
research by leveraging Fuzzy Logic. As AI continues to evolve, the role of Fuzzy Logic in 
education will become increasingly vital, ensuring that students and institutions alike are 
prepared for the future of intelligent learning. 
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ABSTRACT 
In this paper, the double vertex hesitancy fuzzy graph is defined. And double vertex 

residue product of two fuzzy graphs is also defined. We have studied G is a double vertex 
strong fuzzy graph then the complement of G is also a double vertex strong hesitancy fuzzy 
graph. The effective, connected and complete properties of the double vertex residue product 
of fuzzy graph are established. Also we have provided some examples and illustrations. 

Keywords: Double vertex Hesitancy Fuzzy Graph, Double Vertex Residue Product Fuzzy 
Graph. 

1. Introduction 
Rosenfeld was introduced fuzzy graph theory in 1975.The properties of 

fuzzy graphs have been studied by Rosenfeld[2]. Later on, Bhattacharya gave some 
remarks on fuzzy graphs, and some operations on fuzzy graphs were introduced by 
modeson and Peng[3].In [7,8], the authors introduced the double vertex graph. 
K.Radha, S.Arumugam, [9] was introduced the concept of double vertex graph and 
complete double vertex graph of a fuzzy graph which are analogous to the concept 
double vertex graph and complete double vertex graph in crisp graph 
theory.Hesitancy Fuzzy Graph introduced by T.Pathinathan and Residue product of 
two fuzzy graphs were introduced by K.Radha, S.Arumugam[5].In This paper, the 
double vertex hesitancy fuzzy graphs is defined. And also the residue product of two 
double vertex fuzzy graphs is defined. The effective, connected and complete 
properties of the residue product are studied. It is illustrated that the strong double 
vertex hesitancy fuzzy graph then the complement of G is a strong hesitancy fuzzy 
graph 

2. Double Vertex Hesitancy Fuzzy Graph 

Definition 2.1 

A fuzzy graph  is a pair of functions  with  
with where V is a finite nonempty set and denote 
minimum. 

Definition 2.2 
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A fuzzy graph is said to be a strong fuzzy graph if  
for all (x,y) in  

Definition 2.3 

A fuzzy graph is said to be a complete fuzzy graph if 
for all x,y in   

Definition 2.4 

Let be a fuzzy graph.The complement of G is defined as where 
 and (u,v) =     for every u,v . 

Definition2.5 

Let be a double vertex hesitancy fuzzy graph with 
underlying crisp graph of order Define  on 

 whose vertex set  consists of all  unordered pairs of 
vertices in V such that two vertices {u,v} and {x,y} are adjacent if and only if 

,and if x=u then y and v are adjacent in G such that, 
 denote the degree of membership, non-membeship and hesitancy of 

the element  respectively and  for every where 
 and E  is an edge set of G, where 

 and 

   for all {  

 

 

 

 

 

 

 = [  

=  

Hence  

(  
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(  

         

(  

           
       

and

 

for every ({  

Therefore :( is a fuzzy graph.This is called the double vertex hesitancy 
fuzzy graph of the fuzzy graph G. 

Example 2.6 

Consider a double vertex hesitancy fuzzy graph G=(V,E) with V=( . 

 

 

 

 

 

 

  

 

 

 

 

 

  

  

(0.2, 0.4, 0.1 ) (0.3 , 0.4 , 0.1) 

G : (  
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Theorem 2.7 

If G is a strong double vertex hesitancy fuzzy graph,then  is also a strong double vertex 
hesitancy fuzzy graph. 

Proof 

Case(i) : 

If ({ then 

 

   ={min(  

{min(  

   ={0}{0} 

   = 0 

 

   ={max(  

    {max(  

 

{  

{ (0.4,0.5,0.1) 
{  

(0.3, 0.6, 0.1) 

(0.2, 0.4, 0.1) 

FIG - 1 
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   ={0}{0} 

   = 0 

 
 

   ={min(  

{min(  

={0}{0} 

   = 0 

Case(ii) 

If ({ then 

 

=(min( (min( ) 

 

=( max( (max( ) 

 

=( min( (min( ) 

Thus if G is a strong double vertex hesitancy fuzzy graph,then is also a strong double vertex 
hesitancy fuzzy graph. 

3. Residue Product of Double Vertex Fuzzy Graph 

Definition 3.1 

Let  and  denote two double vertex 
fuzzy graphs with underlying crisp graphs and respectively.Define 

( with underlying crisp graph Where V =  and  

 / { { {  

By  for all ({  
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and  

for all ({  

If ({  and {  

Then,  

 

     

       

Hence 

 

Therefore,  is a double vertex fuzzy graph.This is called the residue 
product of the fuzzy graphs and and denoted by  

Example 3.2 

The following Figure-2 illustrates the double vertex residue product  of the 
two fuzzy graphs  
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FIG - 3 
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Theorem 3.3 

The residue product of an effective double vertex fuzzy graph 
 with any double vertex fuzzy graph  is an 

effective double vertex fuzzy graph if  

Proof 

Let  be an effective double vertex fuzzy graph and 
 is any double vertex fuzzy graph if  

Then  

      for any ({  

Then by the definition, 

If ({  and { then, 

 

         

 

 

Thus  

for all edges in the residue product  

Hence  is an effective double vertex fuzzy graph. 

Remark 3.4 

Let and  be two connected double 
vertex fuzzy graph.Then the residue product of the double vertex fuzzy graph need not be 
connected. 
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Example 3.5 
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Remark 3.6 

Let and  be two complete double vertex 
fuzzy graphs.Then the residue product of the double vertex fuzzy graph not a complete 
because we include only the case ({  and ({  in the 
definition of the residue product. 

Conclusion 

In this paper we have defined a new fuzzy graph called double vertex hesitancy fuzzy 
graph and residue product of two double vertex fuzzy graph.Theeffective ,connected and 
complete properties of the residue product are studied. 

References 

[1] A.Nagoorgani and K.Radha,Regular Property of Fuzzy Graphs, Bulletin of Pure and 
Applied Sciences, 27E(2) (2008) 411- 419. 

[2] A.Rosenfeld, Fuzzy Graphs, In.Zadeh LA., Fu,K.S.Tanaka.K,Shimura.M.(eds)Fuzzy 
Sets and their Applications to cognitive and decision process, Academic press, New 
York, (1975).pp.77-95. 

[3] J.N.Modeson and P.S.Nair,Fuzzy Graph and Fuzzy Hypergraphs,Physica  verlag 
Heidelberg ,2000. 

[4] K.Radha and S.Arumugam, Double Vertex Graph and Complete Double Vertex Graph 
of a Fuzzy Graph, International Journal of Multidisciplinary Research and 
Development, 2(10) (2015) 

{  
{ (0.7) 

{  

0.5 

0.7 

         0.6 

 

FIG. 4 



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 218 
  

 

[5] K.Radha,S.Arumugam,on residue product of two fuzzy graphs,vol.2,Nov.2015,pp 221 
 227. 

[6] T.Pathinathan, J.Jonarockiaraj and J.JesinthaRosline, Hesitancy Fuzzy Graphs, vol-
8(35). Dec(2015). 

[7] Y.Alavi, Don R-Lick, and J.Liu (2002), Survey of double vertex graphs , graphs and 
combinatories, 18, pp.709-715. 

[8] Y.Alavi,M.Behazd,J.E.Simpson (1991), Planarity of double vertex graphs, In Y.Alavi 
et al. Graph Theory, Combinatories, Algorithms, and Applications, SIAM, 
Philadelphia, pp.472-485. 

  



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 219 
  

 

REGARDING RESOLVING THE FUZZY ASSIGNMENT ISSUE USING DISTANCE 
APPROACH FOR GENERALIZED RANKING FUZZY TRAPEZOIDS THE CENTROID OF 

PRICES AS WELL AS A MODALITY INDICATOR 

 
 

Dr.M.Vijaya* S.Anitha** 

*Principal and Head of the 
Department,PG and Research Department 

of Mathematics, 

Maruthupandiyar College,Thanjavur 

**Research Scholar,   PG and Research 
Department of Mathematics, 

Maruthupandiyar College,Thanjavur 

 
 

Abstract 

This paper proposes new algorithms based on proposed ranking methods using centroid for 
finding an optimum solution of fuzzy cost based fuzzy assignment problem. The fuzzy cost 
which is involved in the fuzzy assignment problems is measured as generalized trapezoidal 
fuzzy number. The proposed algorithms which are developed from classical crisp algorithms 
based on LPP and Hungarian method are easy to calculate the optimal fuzzy cost in uncertain 
real life situations. Finally, the numerical example is given for illustrating the capability of 
the proposed algorithms for finding the optimum solution. 

Keywords 

Fuzzy Assignment Problem, Fuzzy Linear Programming Problem, Hungarian Algorithm, 
Generalized Trapezoidal Fuzzy Number, Fuzzy Ranking Method. 

1. Introduction  

The assignment problem is a special type of transportation problem and also a linear 
programming problem. It is the well known optimization problem and is widely applied in 
both manufacturing and service systems. The two components of assignment problem are the 
assignments which refer underlying combinatorial structure and the objective function which 
refers the desires to be optimized. The main objective of this is to find an optimal assignment 
to a given number of persons to equal number of jobs on one to one basis in such way to 
minimize total cost of performing all jobs or to maximize the total profit. 

All the models and algorithms developed to find the optimal solution of transportation 
problems are applicable to assignment problems in the deterministic environment. One of the 
first such algorithms was the Hungarian algorithm, developed and published in 1955 by 
Harold Kuhn [1] and it is reviewed by James Munkres in 1957 [3]. Over the past years; many 
variations of the classical assignment problems have been proposed. Though, in an uncertain 
environment, classical assignment problems could not be successfully applied for real life 
problems. So the concept of fuzzy sets was introduced by Zadeh in 1965 to deal with 
imprecision and vagueness. In recent years, many researchers began to investigate the Fuzzy 
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Assignment Problem. In the fuzzy assignment problem, all the parameters are considered as 
fuzzy numbers. 

Mostly fuzzy assignment problems are solved with the help of fuzzy ranking methods based 
on classical procedures under uncertainty [6, 10, 11, 13]. Fuzzy ranking method for ranking 
of fuzzy numbers is an important procedure in many applications of fuzzy optimization 
techniques. From the beginning itself many authors are involved in ranking of fuzzy 
numbers, but most of the methods are based on centroid. In 1976, first method was 
introduced by Jain [2], then a large number of methods have been developing by many 
authors. Recently, Hair Ganesh and Phani Bushan Rao et. al. have introduced a method for 
ranking of generalized trapezoidal fuzzy numbers based on centroid using radious of gyration 
and various centres of triangle [4, 7 9, 12]. In this work we have proposed methods for 
ranking of generalized trapezoidal fuzzy numbers based on centroid of incentres. But the 
ultimate aim of this work is the utilization of the proposed methods of ranking of generalized 
trapezoidal fuzzy numbers for finding the optimum solution of Assignment Problem. 

 
2. Preliminaries 

 This section summarizes some basic definitions and operations of fuzzy numbers. 

Definition 2.1. 

 A fuzzy number is a fuzzy subset defined on the universal real number set R, with the 
membership function µA x) if it satisfying the properties given below: 

1.  

2. 0  0) = 1 

3.  

4.  

          1 + (1  2 1 2)), 

             x1, x2  X 

Definition 2.2.  

If the fuzzy number has a trapezoidal shape with four vertices (a, b, c, d) and it is depicted 
graphically as in Fig. 1
number. Theoretically it possesses membership function given below. 
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Definition 2.3. A fuzzy number A a, b, c, d : w) is called a generalized trapezoidal fuzzy 
number if it possesses a following membership function theoretically. Graphically it is 
depicted in Fig. 2 

 

 

Ax={0,            -ab-a,  a<x<b w,                  -xd-c     ,  c<x<d 0,              

 

 

 

 
Definition 2.4. 

 The underlying arithmetic operations between two generalized trapezoidal fuzzy numbers 

A = (a, b, c, d : wA) and B e, f , g, h : wB) defined and recapitulated as follows: 

1. A B a + e, b + f , c + g, d + h : min(wA, wB)) 
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2. A  B a  h, b  g, c  f , d  e : min(wA, wB)) 

3. A B a × e, b × f , c × g, d × h : min(wA, wB)) 

4. Proposed Ranking Method based on centroid of incenters 

3.Proposed Ranking Method Based on Centroid of Incenters 

Definition 3.1 . 

 The gravity point of any plane figure is centroid, so that the centroid of a trapezoid might be 
considered as the balancing point of the trapezoid (Fig. 1). Divide the trapezoid into three 

these three triangles is taken as the point of reference to define the ranking of generalized 
trapezoidal fuzzy numbers. The reason 

 

 

 
for selecting this point as a reference point is that each incenter point (G1 2 of 

3 
incenter points is equistant from each centroids. Thus, this point would be gravity point 
(better reference point) than the other center point of the trapezoid. 

 



M AR UTH U PA N DIYA R C OL LE GE,  TH A NJ AV UR N CI DA - 2K2 5

NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE

ISBN: 978-81-983933-7-1 223

              

The point IC3 does not lie in the line IC1IC2. Therefore, IC1, IC2 and IC3 are non collinear and 
they could form a triangle.

The centroid of incenters IC1, IC2 and IC3 of the generalized trapezoidal fuzzy number A = 
(a, b, c, d; w) is defined as

The centroid of incenters for the triangular fuzzy number A = (a, b, c; w), i.e., c = b as a 
special case is given by

Definition 3.2.

The index of optimism associated with the ranking which represents the degree of optimism 
of a decision maker is defined as I (A ¯0 +(1 )x¯0 [0, 1] for a 
generalized trapezoidal fuzzy number A a, b, c, d; w) with centroid of incenters 
CIA(x0,y0) = 0 and which is 
equal to the distance of centroid of incenters from y-axis. We will have an optimistic decision 

= 1 and which is equal to the distance of centroid of in centers 
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from x-
which is equal to the mean of distances of centroid of incenters from x and y axes. This 
method uses an index of modality that represents the neutrality of decision maker. 

Definition 3.3.  

The ranking function of generalized tra
Euclidean distance from the centroid of incenters of trapezoid to original point (origin) (1) for 

pessimistic ( ) is defined as  

I Distance (A)=x0-2+y0-2. This function maps the every element in the set of all fuzzy numbers 
into a crisp one of the set of real numbers R=(- ). 

4.Mathematical Formulation of the Fuzzy Assignment Problem 

 Consider the fuzzy problems of assignment of n resources (workers) to n activities (jobs) so 
as to minimize the overall fuzzy cost or fuzzy time in such a way that each resource can 

i j) is given as under: 

 

 

 
This fuzzy cost matrix is same as that of fuzzy transportation problem except that availability 
at each of the resources and the requirement at each of the destinations is unity. 

Let xi j denote the assignment of i th resource of jth activity, such that 

 

 

Then the mathematical formulation of the fuzzy assignment problem is 
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5. Proposed Algorithms for finding optimum solution of Assignment Problem based on 
proposed ranking indices 

 
Algorithm 5.1 

 Step 1: First the given cost matrix for a Fuzzy Assignment Problem to be checked whether it 
is a balanced or un- balanced. If it is unbalanced one, then the problem to be changed as a 
balanced one by adding the dummy row(s) / column(s) with zero entries. If it a balanced 
assignment problem then step 2 to be executed. 

Step 2: The fuzzy cost matrix to be defuzzified by using the proposed ranking method. 

Step 3: Hungarian Algorithm to be applied to assign each machine to only one job and each 
job requires only one machine so as to minimize the total assignment cost. 

6. Numerical Example  

A company wishes to assign 4 jobs to 4 machines in such a way that each job is assigned to 
some machine and no machine  works on more than one job. The cost of assigning jobs i   to 
machine j is given by the following matrix:  

 

Solution using Algorithm 5.1 

The given trapezoidal fuzzy matrix is a balance one, so it can be solved by Hungarian 
Algorithm by converting it into crisp matrix using the proposed ranking techniques. By using 
Definition 3.1 for fuzzy ranking technique, the given trapezoidal fuzzy matrices for 
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The fuzzy optimal total costs for the three cases are 

 

Now, by using Definition 3.1 3.2, we have the crisp optimal 
total costs 
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Similarly by using Definition 3.2 for fuzzy ranking technique, the given trapezoidal fuzzy 
matrix becomes 

 

 
Proceeding the above matrix by Hungarian Method, the optimal allocation is as follows: 

 

 
The fuzzy optimal total costs is 

 

 
Now, by using Definition 3.1 3.2, we have the crisp optimal 
total costs Z = 59.0000 and Z = 59.0021. 

7. Conclusion 

In this paper, we have introduced two algorithms which have been converted from crisp 
techniques based on proposed ranking methods using centroid of incenters. In order to 
analyze the proposed algorithms based on new ranking indices, a numerical example has 
been given to find its optimum solution using the proposed algorithms. Subsequently, the 
different optimum solutions and its allocations have been arrived based on proposed distance 
based ranking index and the index of modality. From these solutions, we can observe that 

minimum total cost rather than the total cost calculated from optimum allocations of 
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optimistic view point. Moreover, in calculating crisp total cost, first minimum cost 59.0000 
is given by pessimistic view point index and the next minimum cost 59.0021 is given by 
distance based ranking index. Finally, the pessimistic view point index gives an acceptable 
minimum total cost of Rs. 59 than the total cost 59.0021 calculated by the distance based 
index which may be considered as a view point of decision makers whether they are 
optimistic ( = 1), neutral ( = 0.5) or pessimistic ( = 0). 

References 
[1] Harold W. Kuhn, The Hungarian Method for the as- signment problem, Naval Research 

Logistics Quarterly, 2(1955), 83 97. 

[2] R. Jain, Decision making in the presence of fuzzy vari- 

ablem, IEEE Transactions on Systems Man, and Cybrenc- tics, 6(1976), 698 703. 

[3] James Munkres, Algorithms for the Assignment and 

Transportation Problems, Journal of the Society for In- dustrial and Applied 
Mathematics, 5(1)(1957), 32 38. 

[4] S. Jayakumar and A. Hari Ganesh, Fuzzy Multi Criteria 

Group Decision Making (Mcgdm) Approach for Variety Selection in Rice Farming, 
Australian Journal of Basic and Applied Sciences, 6(12)(2012), 308 318. 

[5] P. Maheswari and M. Vijaya, On Initial Basic Feasible Solution (IBFS) of Fuzzy 
Transportation Problem Based on Ranking of Fuzzy Numbers using Centroid of Incenters, 
International Journal of Applied Engineering Research, (Special Issue), 14(4) (2019), 155
164. 
[6] A. Nagoor Gani and V. N. Mohamed, Solution of a Fuzzy 

Assignment Problem by Using a New Ranking Method, International Journal of Fuzzy 
Mathematical Archive, 2(2013), 8 16. 

[7] Phani Bushan Rao and N. Ravi Shankar, Ranking Fuzzy 

Numbers with a Distance Method using Circumcenter of centroids and an Index 
Modality, Advances in Fuzzy Systems, (2011), 1 7. 

[8] N. Ravi Shankar, Fuzzy Risk Analysis based on A New 

Approach of Ranking Fuzzy Numbers using Orthocenter of Centroids, International 
Journal of Computer Applica- tions, 42(3)(2012), 24 36. 

[9] S. Suresh Babu, Ranking Generalized Fuzzy Numbers us- 

ing centroid of centroids, International Journal of Fuzzy Logic Systems, 2(3)(2012), 17
32. 

[10] Surapati Pramanik and Pranab Biswas, Fuzzy Ranking 

Method to Assignment Problem with Fuzzy Costs, Inter- national Journal of 
Mathematical Archive, 2(12)(2011), 2549 2560. 



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 229 
  

 

[11] K. Thangavelu, G. Uthra and R. M. Umamageswari, So- 

lution of Fuzzy Assignment Problem with Ranking of Generalized Trapezoidal Fuzzy 
Numbers, International Journal of Pure and Applied Mathematics, 106(6)(2016), 9 16. 

[12] Y. L. P. Thorani, Ordering Generalized Trapezoidal Fuzzy 

Numbers, International Journal of Contemporary Mathe- matical Sciences, 7(12)(2012), 
555 573. 

[13] Y. L. P. Thorani and Ravi N. Shankar, Fuzzy Assignment Problem with Generalized 
Fuzzy Numbers, Applied Mathematical Sciences, 7(71)(2013), 3511 3537. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 



 
M AR UTH U PA N DIYA R  C OL LE GE,  TH A NJ AV UR  N CI DA - 2K2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 230 
  

 

LEXICOGRAPHIC PRODUCT OF SOME SPECIAL GRAPH APPLICATION IN 
THE FUZZY ENVIRONMENT 

 
Dr.M.Vijaya* N.Shalini** S.Swetha*** 

*Principal and Head of the 
Department,PG and Research 
Department of Mathematics, 

Maruthupandiyar 
College,Thanjavur 

**II MSc Mathematics, PG and 
Research Department of 

Mathematics, 

Maruthupandiyar 
College,Thanjavur 

***II MSc Mathematics, 
PG and Research 

Department of 
Mathematics, 

Maruthupandiyar 
College,Thanjavur 

 

 
 

Abstract. 

A vague graph is a generalized version of a FG that, when compared to systems 

created using FGs, provides a system with greater precision, adaptability, and 

compatibility. This study defines the lexicographic min-product and lexicographic 

max-product of two FGs, which are comparable to the notion of lexicographic 

product in crisp graph theory. The lack of commutativity of the operational 

lexicographic products is demonstrated. Study is done on the connected, efficient, 

and complete characteristics of the operations lexicographic products. It is possible 

to determine a vertex's degree from the lexicographic results of two FGs. 

Furthermore discovered is a relationship between the lexicographic min-product and 

lexicographic max-product. 

Keywords:Connected FG, Effective FG, Regular FG, Lexicographic min-product 

and Lexicographic max-product. 

I.INTRODUCTION 
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Azriel Rosenfeld first proposed FG theory in 1975. Bhattacharya [1] then made some 

comments regarding FGs. Mordeson and Peng [3] introduced a few operations on FGs. We 

examined the properties of the operation known as the direct sum of two FGs [6]. Also, we 

defined and examined the strong product of two FGs [8]. Lexicographic min-product and 

lexicographic max-product, which are similar to the idea of lexicographic product in crisp 

graph theory, are introduced in this study as lexicographic products of two FGs. We have 

shown that these operations are not commutative, and we have also looked at their linked, 

effective, and complete qualities. The degree of a vertex in two FGs' lexicographic products 

was determined, and a relationship between the lexicographic min-product and lexicographic 

max-product was discovered. Let's first review a few introductory definitions from [1] to [9]. 

A FG G is a pair of functions (,), where is a symmetric fuzzy relation on and is a fuzzy subset 

of a non-empty set J. The underlyin

J there exists at least one non-zero path 

(i 

 

E. The Lexicographic product of 

G1:(J1,E1) with G2:(J2,E2) is defined as G1[G2]:(J, E) where J=J1×J2 and E={(i1, j1)(i2, j2)/i1 i2 E1 or 

i1= i2 and j1 j2 E2}. 

II. PRELIMINARY OF LEXICOGRAPHIC PRODUCT 

2.1: Definition: Lexicographic min-product 
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Let G1:(1,1) and 

crisp graph G*:(J,E) where J=J1×J2,E={(1,j1)(2,j2)/i1i2 E1 or i1=i2 and j1j2 E2

J1 × J2 and 

((i1,j1)(i2,j2)=1(i1,i2,                         if i1i2E1 1i12j1j2                        if i1=i2, j1j2E2  

 

If i1i2 E1 1(i1i2 1(i1 1(i2 1(i1) 1 1(i2) 2(j2)] 

1,j1 2, j2). If i1= i2, j1j2 E2 1(i1 2(j1j2 1(i1 2(j1 2(j2) 

1(i1 2(j1 1(i2 2(j2 1(i1) 2(j1 1(i2) 2(j2)] 

1, j1 2, j2).  

1, j1)(i2, j2 1, j1 2, j2

known as the lexicographic min-product of G1 with G2 and is represented by 

G1[G2  

2.2: Definition: A vertex's degree in the lexicographic minimum product 

The degree of any vertex in the lexicographic min-productG1[G2]min of the fuzzy 

graphG1 1)withG2 2 2)isgiven by, 

 

 

 

2.3: Definition:Lexicographicmax-product 

1×J2,E={(i1,j1)(i2,j2)/i1i2 E1or

i1=i2andj1j2 E2 1,j1 1(i1) 2(j1),forall (i1,j1) J1×J2andIfi1i2 E1 1(i1i2 1(i1) 

1(i2 1(i1 2(j1 1(i2 2(j2)] 

1,j1 2,j2). 

Ifi1=i2,j1j2 E2 1(i1 2(j1j2 1(i1 2(j1 2(j2)] 
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1(i1 2(j1 1(i2 2(j2 1,j1 2,j2). 

1,j1)(i2,j2 1,j1 2,j2). T 

-

productofG1withG2andisdenotedbyG1[G2]max  

 

2.4: Definition: A vertex's degree in the lexicographic maximum product 

Thedegreeofanyvertexinthelexicographicmax-

productG1[G2]ofthefuzzygraphG1 1 1)withG2 2 2)isgiven by, 

dG1G2miniu,jv=iuiwE1,jnJ21iuiw+iu=iw,jvjnE21(iu) 2(jvjn) 

 
 

III. RELATIONSHIPBETWEENTHELEXICOGRAPHICPRODUCTS 

Theorem 3.1.  

If G1 1 1) and G2 2 2) are two operative fuzzy graphs with primarycrisp graphs 

G1*:(J1,E1) and G2*:(J2,E2 1 2 1 2 arecontinuous 

functions of same value, then the lexicographic min-product of G1 1 1) 

withG2 2 2) is anoperativefuzzygraph. 

Proof: 

Happeningasinthedefinition,ifi1i2 E1, 

1,j1)(i2,j2 1(i1i2 1(i1) 1(i2 1,j1) 2,j2).Ifi1=i2andj1j2 E2 1,j1)(i2,j2 2(j1j2 1(i1i2) = 

1(i1) 1(i2 1,j1) 2,j2 1,j1)(i2,j2 1, j1) 2, j2) for 

all((i1,j1)(i2,j2)) E.HenceG1[G2]min  

Theorem 3.2.  
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The lexicographic min-product G1[G2]min 1 1 1) 

and G2 2 2) is a related fuzzy graph if and only if G1 1 1) isconnected. 

Proof: 

From the definition,G1[G2]min 2| copies of G1. That isfor each vertexin G2 

there is a copy of G1 in G1[G2]min 1 is associated. Hence G1[G2]min

isassociated. 

Equally, assume that G1 1 1) and G2 2 2) be two fuzzy graphs such 

thatG1[G2]min 1 1 1)isassociated. 

Supposing thatG1 1 1) is notassociated. 

In that case, there must be at least two distinct vertices in J1 such that no path 

connects them. However, because G1[G2]min

one path connecting any two vertices of the form (i1, vi) and (i2,vj) J1×J2. This 

suggests that at least one path between the vertices i1, i2, must exist. This contradicts 

itself. G1 1 1) is hence connected. 

Theorem 3.3.  

The lexicographic minimum product's connected component numberG1[G2]min

the fuzzy graph G1 1 1) with G2 2 2) is identical to that of the fuzzygraph G1 1 1). 

Proof: 

LetG1 1 1)beaassociatedfuzzygraphandG2 2 2)beafuzzygraph.Thenthelexicographi

cmin-productG1[G2]min 1 and G1[G2]min

associated andhence the theorem. Supposing that thefuzzy graph G1 1 1) is not 

as

components.ThenwecanrechristentheverticesofG1 insuchawaythat{i1, i2 k1}, {uk1+1, 
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uk1+2 k2 km+1, ukm+2 km+n

components of G1. If {j1, j2 n} is the vertex set of G2 thenforeachvertex 

viinG2,thereisareproduction ofeachassociatedcomponentof G1 inthelexicographic min-

product G1[G2]min

edge between i1vi, uk1+1vi,then there must be an edgebetween i1, uk1+1in G1 which is a 

flaw. Thus each associated component in the lexicographic min-

productG1[G2]min  

Theorem3.4. 

IfG1 1 1)andG2 2 2 1 2,thenthedegreeofavertexinthelexicograp

hicmin-productG1[G2]min 1 1 1)withG2 2 2)is specified by, 

dG1G1miniu,Jw=J2dG1iu+dG1Jw 

 

Proof: 

LetG1 1 1)andG2 2 2 1 2 1 2 2.Thenthedeg

reeofanyvertex(ui,vj) J1×J2isgivenby, 

 

 
dG1G1miniu,Jw=J2dG1iu+iu=iw,Jw,jnE21iu)=J2dG1iu+dG2jv1iu 

Theorem3.5. 

IfG1 1 1)andG2 2 2 1 2thenthedegreeofavertexinthelexico

graphicmin-productG1[G2]min 1 1 1) with G2 2 2) is specified by, 

dG1G1miniu,Jw=J2dG1iu+dG21iu 

 

Proof: 
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LetG1 1 1)andG2 2 2 1 2 1 2 1.Then,thed

egreeofanyvertex(ui,vj) J1×J2isgivenby, 

 

dG1G1miniu,Jw=J2dG1iu+iu=iw,Jw,jnE21iu)=J2dG1iu+dG2jv1iu 

 

Theorem3.6. 

IfG1 1 1)andG2 2 2 1 2,thenthe 

degreeofanyvertexinG1[G2]max  

dG1G1maxiu,Jw=J2dG1iu+dG2jv 

Proof: 

LetG1 1 1)andG2 2 2 1 2 1 2 2.Thenthed

egreeofanyvertex(ui ,vj) J1×J2 is specified by, 

dG1G2maxiu,jv=iuiwE1,jnJ21iuiw+iu=iw,jvjnE21(iu) 2(jvjn) 

dG1G1maxiu,Jw=J2iu,iwE11iuiw+iu,iwE12jvjn=dG1iu+dG2jv 

Theorem3.7. 

IfG1 1 1)andG2 2 2 1 2thenthe 

degreeofanyvertexinG1[G2]max  

dG1[G2]max(ui,vj)=|J2|dG1(ui)+dG*(vj 1(ui). 

Proof: 

LetG1 1 1)andG2 2 2 1 2 1 2 1.Then,thed

egreeofanyvertex(ui, vj) J1×J2isspecifiedby, 

 

dG1G1maxiu,Jw=J2dG1iu+iu=iw,Jw,jnE21iu) 2(jwjn 

dG1G1maxiu,Jw=J2dG1iu+iu=iw,Jw,jnE21iu)=J2dG1iu+dG2*jv1iu 
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Theorem3.8. 

A spanning fuzzy subgraph of the lexicographic max-product G1[G2]max:(i,j)is the 

lexicographic min-product G1[G2]min 1withG2. 

Proof: 

LetthelexicographicproductsG1[G2]max:(i, 

j)andG1[G2]min 1withG2definedonG*:(J,E)whereJ=J1×J2,E={(i1,j1)(i2,j2)/i1i2 E1ori1=i2an

dj1j2 E2}.It is evident from the definitions of the lexicographic max-product and 

lexicographic min-

1,j1 1,j1)forall(i1,j1) 1,j1)(i2,j2 1,j1)(i2,j2))forall(i1,j1)(i2,j2) E. 

J.A spanning fuzzy subgraph of the lexicographic max-product is the 

lexicographic min-product as a result. 

Theorem 3.9.  

A strong vague graph also exists as the lexicographic min-product of two strong vague 

graphs. 

Proof: 

Let G = G1[G2] L min be a lexicographic min-product of twosolid vague graphs G1  =  (A1, B1)  

and  G2  =  (A2, B2)  . G1[G2]Lmin is vague graph onG . Now for any, i1i2  E1 and j1j2  E2, we 

havetB((i1,j1)(i2,j2))=tB1(i1i2 tB2(j1j2) 

=(tA1(i1 tA1(i2 tA2(j1 tA2(j2)) 

=(tA1(i= tA2(j1 tA1(i2 tA2(j2)) 

=tA(i1,j1 tA(i2,j2) 

Therefore,G1[G2]L isastrongvague graphonG .InasimilarwayG2[G1]L is 

astrongvaguegraphonG ,too. 
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IV. LEXICOGRAPHIC FUZZY GRAPH APPLICATION IN SOCIAL 
NETWORK 

Social media sites like Facebook, Twitter, WhatsApp, ResearchGate, Instagram, and 
LinkedIn are becoming more and more well-known every day. These are well-known 
platforms for bringing together a large number of people around the globe. In social 
networks, we frequently exchange different kinds of information and problems. It aids us in 
communicating with customers, effective social and political campaigns, upcoming events, 
and internet marketing (e-commerce and e-business). Social networks are also employed as 
crucial instruments for raising public awareness by rapidly disseminating information about 
any natural disaster and terrorist/criminal assault to a large audience. 

A social network is made up of links and nodes. Individuals, groups, nations, 
organisations, places, businesses, etc. are represented by nodes, while links are used to 
explain the connections between nodes. The social network is typically represented using a 
traditional graph, where actors are represented by vertices and relationships or flows 
between vertices are represented by edges. On social media, several draughts have been 
made public. Social networks, however, cannot be accurately characterised by a traditional 
graph. Therefore each vertex in a traditional graph is equally important. Because of this, all 
social units (person or organisation) in contemporary social networks are regarded as having 
identical value. Nevertheless, in reality, not all social groups are equally significant. In a 
classical graph, all edges (relationships) are equally strong. Although it is assumed in all 
currently operating social networks that the degree of relationship between two social units 
is equal, this may not always be the case. A type 1 FG could be used to model the social 
network, according to Samanta and Pal. Many studies  thought that a FG could model these 
uncertainty occurrences. However, type 1 FG are unable to capture node relations that are 
more complex. Since human perception determines the degree of membership of nodes and 
edges This inspires us to develop a novel social network model that makes use of 
lexicographic FG.  

This social network is what we refer to as a lexicographic fuzzy social network. An account 
of a person or organisation, or a social unit, is represented by a node in a lexicographic 
fuzzy social network. If there is a relationship or flow between two social units, they are 
connected by one arc. Each node, or social unit (person or individual), actually engages in 
some good, neutral, and harmful behaviours. The good, neutral, and bad membership values 
of the node are used to indicate the good, neutral, and bad activities, and similarity the good, 
neutral, and bad membership degree of the edge is used to characterise the strength of the 
association between two nodes. 

Three people, for instance, have solid knowledge of certain tasks like educational activities 
and teaching methods. However, they are quite ignorant about some topics, including health 
and eating habits, and they have no knowledge of others, like administration and finance. 
The threedifferent types of node and edge membership degrees are simply represented using 
a lexicographic fuzzy set, where each element has three membership values. A 
lexicographic FG in real life is this kind of social network. One of the most important 
concepts in social networking is centrality, which uncovers the node effect on the social 
network. 
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 A node's centrality is greater than that of other nodes. The central individual is closer to the 
others and has access to more information. Three different types of measurements were 
introduced by Freeman : degree, closeness, and betweenness of any node centrality. A social 
unit's relationship to other social units is determined by its degree of centrality. It essentially 
decides how much the social unit (individual) participates in the social network. Each 
lexicographic node can have this degree value, as described. The number of pathways of 
communication between any two social units is determined by their betweenness, and a 
node's proximity is determined by adding its shortest path lengths to all other social nodes 
from a given unit in reverse order. 

 Let I(i, j) denote the length of the shortest path between nodes I and j. The longest distance 
between two network nodes is referred to as a social network's diameter. The following is an 
explanation. 

diameter = max I(i, j).  
In this study, the arc length of a social network is represented as a lexicographic fuzzy set. 
A fundamental and significant criterion for determining the closeness, betweenness, and 
diameter of a social network is the problem of determining the shortest path between two 
social units. Compared to the traditional social network model, the lexicographic social 
network model is more adaptable and effective. 

The online social network can be represented by a directed or undirected weighted 
lexicographic FG. Let Gij

  =  (J, Eij) be an undirected lexicographic FG. We can define an 
undirected lexicographic Fg social network as a lexicographic fuzzy relational structure Gij

  

=  (J, Eij) where J= {j1,j2 n} denotes a non-
en1  enn  

denotes an undirected lexicographic fuzzy relation J. 

A small example of undirected picture fuzzy social network is shown in Figure 4.1. For 
undirected picture fuzzy social network where arcs are simply an absent or present 
undirected lexicographic fuzzy relation with no other information attached. 

. Let Gij
  =  (J, Eij) be an undirected lexicographic FG. We can define an undirected 

lexicographic Fg social network as a lexicographic fuzzy relational structure Gij
  =  (J, Eij) 

where J= {j1,j2 n} denotes a non-empty s

 

Figure :4.1TheUndirected lexicographicfuzzySocial Network. 
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In the directed lexicographic fuzzy social network, the directed lexicographic fuzzy 

relation is taken into account. Since arcs evaluated using a directed lexicographic 

fuzzy relation would contain more information, directed lexicographic FG is more 

effective at modelling the social network. In an undirected lexicographic fuzzy social 

network, the values of e ij and e ji are equal. Yet, in a directed lexicographic fuzzy 

social network, e ij and e ji are not equivalent. Figure 4.2 displays a little illustration 

of a directed lexicographic fuzzy social network. Let G dn = V, E dn be a directed 

lexicographic fuzzy social network, and the arc lengths of G dn be described by the 

lexicographic fuzzy sets. The term "lexicographic fuzzy in degree centrality of the 

node vi" refers to the total length of the arcs that are near to a social node vi. The 

node's degree of lexicographic centrality. The term "lexicographic out degree 

centrality of vi" refers to the total length of the arcs that are next to social node vi. The 

following is a description of the node vi, d o (vi)lexicographic ,'s out degree 

centrality.Here, the arc-associated lexicographic fuzzy set e ji and the addition 

operation of a lexicographic fuzzy set represented by the symbol (i, j). The 

lexicographic degree centrality (PDC) of node vi is the product of the lexicographic in 

degree centrality and the lexicographic out degree centrality. 

 is an addition operation of lexicographic fuzzy set 
With V = j1, j2,..., v7 representing a group of seven researchers and E = d8 representing 
directed lexicographic fuzzy relations between the seven researchers, let Gd7 = V, Ed7 be a 
directed lexicographic fuzzy social network of the research team. In Figure 6, this social 
network is displayed. Using, we calculate the research term's lexicographic fuzzy degree, 
lexicographic fuzzy degree centrality, and lexicographic fuzzy degree. In Table 4.1, these 
three degree values are displayed. To compare the various degree values, we employ the 
lexicographic fuzzy set's raking approach.Research (node) 4 has the greatest score value of 
lexicographic fuzzy in terms of degree centrality, according to the ranking of the 
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lexicographic fuzzy set. This indicates that researcher 4 has greater network acceptability and 
positive interpersonal relationships. The research with the highest lexicographic fuzzy out 
degree centrality score is research 2. It states that node 2 may suggest a large number of other 
researchers. 

 

 DegreeCentrality DegreeCentrality DegreeCentrality 

1 (0,0,0) (0.2,0.1,0.2) (0.2,0.1,0.2) 
2 (0.2,0.1,0.2) (0.2,0.2,0.2) (0.2,0.2,0.2) 
3 (0.2,0.1,0.1) (0.2,0.3,0.2) (0.2,0.3,0.2) 
4 (0.2,0.1,0.2) (0,0,0) (0.3,0.2,0.3) 
5 (0.2,0.3,0.2) (0.3,0.1,0.2) (0.2,0.3,0.2)) 
6 (0,0,0) (0.3,0.1,0.1) (0.3,0.1,0.1) 
7 (0.2,0.2,0.2) (0,0,0) (0.2,0.2,0.2) 
lexicographicFuzzyinlexicographicFuzzyoutlexicographicFuzzy 

Table4.1.Thelexicographicfuzzydegreecentralityofresearchteam. 

 

Figure:4.2TheDirected 

lexicographicfuzzydegreecentralityofresearchteam. 

 

We have given a single straightforward numerical example of lexicographic FG in this 

article to represent a single, modest social network. The little examples are quite beneficial 

for understanding the benefit of our suggested model. Social networks are built on a big 

data concept and millions of users. Hence, as part of our ongoing research, we must build a 

large-scale real-world social network using the lexicographic FG and determine its 
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closeness, betweenness, and diameter. In addition, we want to present some heuristic 

algorithms for locating those metrics in any substantial practical social network. The 

proposed model mentioned in this article is a significant first addition to lexicographic FG 

and social network analysis in an unpredictable environment, notwithstanding the necessity 

for more research. 

 
V.CONCLUSION 

The lexicographic min-product and lexicographic max-product, which are comparable 
to the notion of lexicographic product in crisp graph theory, are introduced in this study as 
lexicographic products of two FGs. We explored the linked, efficient, and complete features 
of these operations and demonstrated how the lexicographic products are not commutative. 
We were able to determine the vertex degree in the lexicographic output from two FGs. A 
link between the lexicographic min-product and lexicographic max-product has also been 
discovered. These operations and properties will be useful in addition to the current 
procedures to examine giant FG as a combination of small FGs and to derive its properties 
from those of the small ones.A natural progression from the fuzzy set and fuzzy set is the 
lexicographic fuzzy set. This paper's primary goal is to present the concept of lexicographic 
FG and its many operations. In this research, we first propose a concept of a lexicographic 
fuzzy relation (FG) based on lexicography. The regular lexicographic FG, strong 
lexicographic FG, complete lexicographic FG, and complement lexicographic FG are some 
of the additional lexicographic FG kinds that we discuss. We discuss a few different 
isomorphic lexicographic FG types. This paper describes six different operations on 
lexicographic FG: Cartesian product, composition, join, direct product, lexicographic 
product, and strong product. The lexicographic FG can improve the system's adaptability, 
effectiveness, precision, and comparability when modelling complicated real-world 
circumstances.We also introduced some centrality measures called lexicographic fuzzy in 
degree centrality, lexicographic fuzzy out degree centrality, and lexicographic fuzzy out 
degree centrality which are applicable to the lexicographic fuzzy social network. We have 
also described a model to represent the social network using lexicographic FG. 
Lexicographic FG is a concept that can be used in a variety of database system, computer 
network, social network, transportation network, and image processing applications. 
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Abstract:  

Graph theory is widely used to prove many mathematical theorems and models. This paper 
present the various applications and techniques of graph theory to solve problems in different 
fields of science and technology in addition to mathematics. These fields include computer 
science, chemistry, biology, digital image processing, website designing, software 
engineering and operations research. The present work is focus on the history, introduction, 
terminology, interpretation of graph and its applications in the various fields of science and 
technology. 

Keywords: Bipartite graph, Euler graph, Hamiltonian graph, connected graph, graph 
colouring, tree 

1.Introduction: 

Graph theory is nothing but a branch of Discrete Mathematics. Graph Theory is the 
study of graphs which are mathematical structures not only used in computer science but in 
many fields. Two problem areas are mainly considered. Problems such as classical problems 
and problems from an application. The classic problem is defined with the help of graph 
theory as connectivity, cut, path and flow, colouring problems and theoretical aspects of 
graph drawing. The problems from an application focus on experimental research and 
implementation of graphs theory algorithms . Graphs are important because graph is a way of 
expressing information in pictorial form. A graph shows information that equivalent to many 
words. Many problems that are considered difficult to determine or implement can easily be 
solved by graphic theory. There are many types of graphs as part of graph theory. Each type 
of graph is related to a particular property. One of these graphs is used in many applications 
for troubleshooting. Because of the representation power of graphs and flexibility many 
problem can be represented and solved easily. 

2.History of Graph Theory: 

The origin of graph theory started with the problem of Koinsberg bridge, in 1735. 
This problem lead to the concept of Eulerian Graph. Euler studied the problem of Koinsberg 
bridge and constructed a structure to solve the problem called Eulerian graph. In 1840, A.F 
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Mobius gave the idea of complete graph and bipartite graph and Kuratowski proved that they 
are planar by means of recreational problems. The concept of tree, (a connected graph 
without cycles) was implemented by Gustav Kirchhoff in 1845, and he employed graph 
theoretical ideas in the calculation of currents in electrical networks or circuits. In 1852, 
Thomas Gutherie found the famous four color problem. Then in 1856, Thomas. P. Kirkman 
and William R.Hamilton studied cycles on polyhydra and invented the concept called 
Hamiltonian graph by studying trips that visited certain sites exactly once. In 1913, 
H.Dudeneymentioned a puzzle problem. Eventhough the four color problem was invented it 
was solved only after a century by Kenneth Appel and Wolfgang Haken. This time is 
considered as the birth of Graph Theory. 

2.1 Euler graph: Euler graph is a connected graph G = (V, E) if there is if there is a closed 
trail which includes every edge of the graph G . 

2.2 Euler Path: A path that uses every edge of a graph exactly once that starts and ends at 
different vertices called Euler path . 

 Euler Circuit - An Euler circuit is a circuit that uses every edge of a graph exactly once and 
it always starts and ends at the same vertex. An Euler graph is one in which all vertices are of 
even degree. 

2.3 Hamiltonian graph: A connected graph G=(V, E) is said to be Hamiltonian graph, 
Hamiltonian graph is a connected graph if there is a cycle which includes every vertex of 
graph and the cycle formed is called Hamiltonian cycle. 

3. Graph Theory In Chemistry: 

3.1 Graph:  

A graph is denoted as G(V,E).A graph consists of set of vertices V and set of edges E. 

 

 

  

Figure 1: Simple Graph 

Figure: 1 shows the simple graph with five vertices, V={1,2,3,4,5} and edge set 
E={(1,3),(1,2),(2,3),(2,4),(2,5)}. 

  

Vertex: The vertex is the point at which two edges meet [1]. 
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Figure: 1 shows five vertices 1,2,3,4 and 5. 

 3.2 Application in chemistry:  

molecular and chemical structures. It can also be used to construct the molecular structure 
and lattice of any molecule. It also helps in showing the bonding relationship between atoms 
and molecules and also in comparing the structure of one molecule to another. Here atoms 
can be considered as vertices of a graph and the bond that connects them is represented as 
edges between them. These structures are created based on the properties of compounds and 
are taken for analysis and processing. This can be used to study the structure of the molecules 
and to check the similarity level between the molecules. 

With the help of graphs, the 3D structure of complicated simulated atomic structures can be 
studied quantitatively by the gathering data on graph-theoretic properties related to atomic 
topology. 

4. Graph Theory in Physics: 

4.1 Directed Graph: 

 A directed graph is a set of vertices connected by edges, with each vertex having a 
direction associated with it. Edges are usually represented by arrows in directed graph . 

 

 

  

Figure 2: Directed Graph 

4.2 Application in physics: 

Graph Theory plays a salient role in electrical modeling of electrical networks. 
Current, voltage and resistance in a circuit can be designed using the concept of Graph 
theory. To show the flow of current in circuits we can use directed graphs. Graphs can 
represent local connections between interacting parts of a system in statistical physics, as well 
as the dynamics of a physical process on such systems. 

5. Graph Theory in Biology: 

5.1 Acyclic graph: 
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           if there is no any cycle exist then a graph G= (V, E) is called acyclic graph. 

 

 

  

Figure 10: acyclic graph 

5.2 Tree: 

 A tree is a connected graph in which there is no any cycle. 

  

  

  

Figure: 11 shows Tree having six nodes, A is a root node, B & C are internal nodes and D, E, 
F are leaf nodes. 

6. Application in Biology: 

Graph Theory is used in many areas of Biology. It can be used in drug target 

structures of DNA and RNA. 
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Graphs are used to represent relationships among species on different physical and micro-
biological criteria. For example, the evolutionary relationships among the existing species are 
expressed in a tree structure called phylogenetic tree. 

 

 

  

Graphs are also used in analyzing biological data. Ecological landscapes can be 
modeled using graphs. Habitat patches are represented as vertices and the movement between 
the patches is represented as edges when ecological landscapes are modeled as graphs. 

Similarly, Graph theory is useful in conservation efforts where a vertex represents region 
where certain species exist and the edges represent migration paths or movement between the 
regions. This information is important when tracking the spread of diseases, parasites and 
how the changes in the movement can affect other species. 

7. Graph Theory in Operations Research: 

Graph Theory is a very useful tool in Operations research. Some problems in 
Operations Research make full use of graphs which makes it easier to solve the problem. 
Modeling, transportation, network activity, game theory, minimum cost path and the 
scheduling problem are some examples of applications of graph theory in operations 
research. 

A large number of combinatorial problems are solved using network activity. The 
planning and scheduling of large complex projects are one of the most popular and successful 
applications of networks in operations research. Project Evaluation Review Technique 
(PERT) and Critical path method (CPM) are two of the most well know problems using 
Graph theory. 

It is also used in different assignment problems such as assigning different people to different 
jobs, scheduling time tables and also in maximal flow problems. 

Transportation problem is a directed graph application where each edge has a weight and 
each edge receives a flow, where the amount of flow cannot exceed the capacity of the edge. 
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In transportation problem, when we need to minimize the transportation cost or maximize the 
profit, then the graph theoretical approach is very useful. Here directed graph is called a 
network, the vertices are called nodes and the edges are known as arcs.

To find the best way to perform a specific task in competitive situations, game theory is 
applied to problems in engineering, economics, war science, etc. In this case, vertices 
represent the positions and the edges represent the movements.

8. Graph Theory in Computer Science:

8.1 Undirected Graph:

In an undirected graph the edges are bidirectional, there is no direction associated 
with an edge. So, the graph can be traversed in either direction .

Figure 3: Undirected Graph

8.2 Connected graph:

A graph G= (V, E) is called as a connected graph if there exists a path between every 
pair of vertices in graph G.

Figure 4: Connected Graph

8.3 Bipartite graph:

A simple graph G= (V, E) is called a bipartite graph if with vertex partition V= {V1, 
V2} each edge of graph G will join a vertex in V1 to a vertex in V2.
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Figure 12: Bipartite Graph 

8.4 Complete bipartite graph: 

 A simple graph G= (V, E) is called a complete bipartite graph if with vertex partition 
V= {V1, V2} every vertex in V1 will join every vertex in V2. 

 

 

  

Figure 13: Complete Bipartite Graph 

Figure 13 shows complete bipartite graph in which every vertex of set V1 is adjacent to 
vertex of set V2. 

8.5 Vertex coloring:  

Assigning colours to the vertices of a graph G in a way that no two adjacent vertices 
of G will have same colour. 
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Figure 14: Vertex colouring 

  

8.6 Chromatic number: 

 chromatic number of graph is the minimum number of colours which we need for 
coloring vertices of a graph G. 

8.7 Application in computer science: 

Graph theoretical concepts have wide scope in computer science areas such as website 
designing, network security, communication network and so on. A data structure can be 
designed in the form of a tree which in turn utilized vertices and edges. Similarly modeling of 
network topologies can be done using graph concepts. 

Graphs are used to describe the computation flow. Graph transformation systems use in-
memory graph manipulation based on rules. Graph databases allow for safe transaction, 
persistent storage and querying of graph-structured data. 

 Website Designing: 

 
on the WWW graph, in which the web pages are represented by vertices and hyperlinks 
between them are represented by the edges in the graph. Here complete bipartite graph plays 
a vital role that each vertex representing a type of object is connected to every vertex 
representing other kind of objects. There are many advantages of using graph representation 
in website development such as searching and community discovery. 

Structure of a websites containing many pages can be represented using a directed graph. 
Each page can be considered as a vertex. A link exists between two pages if there exists an 
edge between them. By this way, we can identify which page is accessible from which page. 
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 Application in Network Security: 

  

Graphs are used to simulate the propagation of stealth worms on large computer networks 
and to develop strategies to protect the networks from virus attacks. For this the French Navy 
ESCANSIC used the vertex cover algorithm. The idea is to find an optimal solution for 
designing the network design strategy. The main aim is to find a minimum vertex cover in the 
graph whose vertices are the route servers and whose edges are the connection between the 
routing servers. 

 Graphical Representation of Communication Network: 

Graph theory can be used to represent communication networks, which is a collection of 
terminals, links and nodes which enables communication between users of terminals. Every 
communication network has three basic components namely terminals, processors and 
transmission channels. This network transmits packets of data between computers, telephones 
or other devices. Graph theory helps to model the communication network by vertices as 
terminals, processors and edges represent transmission channels through which data flows. 
Thus the data packets can be transmitted from input to output through a sequence of switches 
joined by directed edges. 

 Communication Network as Binary Tree: 

 Communication network can be represented as a complete binary tree in which squares are 
represented as terminals, sources or destinations for packets of data, circles as switches that 
directs the packets through network. There is a unique path between every pair of vertices in 
an undirected tree, so that the switch can receive packets and forward in the computer binary 
tree in an analogue directed path. 

 Map Colouring and GSM Mobile phone networks: 

  

Group Special Mobile (GSM) is a mobile phone network where the geographical area of this 
network is divided into hexagonal regions or cells. Each cell has a communication tower 
which connects with mobile phones within the region. All mobile phones connect to the GSM 
network by searching for cells in the neighbours. Since GSM operate only in four different 
frequency ranges, it is clear by the concept of graph theory that only four colours can be used 
to colour the cellular regions. These four different colours are used for proper colouring of 
the regions. Therefore, the vertex colouring algorithm may be used to assign at most four 
frequencies for any GSM mobile phone network. The concept of assigning the colours is as 
follows: 

In a map drawn on the plane or on the surface of a sphere, the four colour theorem assets that 
it is always possible to colour the regions of a map properly using at most four distinct 
colours such that no two adjacent regions are assigned the same colour. Now, a dual graph is 
constructed by putting a vertex inside each region of the map and connect two distinct 
vertices by an edge if and only if their respective regions share a whole segment of their 
boundaries in common. Then proper colouring of the dual graph gives proper colouring of the 
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original map. Since, colouring the regions of planar graph G is equivalent to colouring the 
vertices of its dual graph and vice versa. By colouring the map regions using four colour 
theorem, the four frequencies can be assigned to the regions accordingly. 

  

9. Applications  in Social Science: 

Sociology makes extensive use of graph theory. For example, 

 Friendship and knowledge graphs describe whether individuals know each other or 
not. 

 Social network analysis 
reputations. 

 Using the influence graphs model to influence the behavior of others by certain 
individuals. 

 Collaboration graphs are used to examine whether two people collaborate in a special 
way, such as working in team together. 

 Sociograms are used to represent relationships between people in a society or group, 

sociogram, vertices denote people and directed edges denote relationships. 

  

Anthropologists have studied a number of tribes and classified them based on their kinship 
structures. 

 Conclusion 

In this paper different definition of various graphs is described. This paper is also providing 
the basic idea of graphs. All the required terminologies of graph theory are covered by these 
definitions. Different applications of graph theory has been identified and divided as per their 
fields. This paper will explains where different graphs of graph theory are used in these real 
world applications. This paper helps to the students for getting the deep knowledge of graph 
theory and its relevance with different subjects like operating systems, Networks, Databases, 
software engineering, Biology, Chemistry, Operation Research and Digital Image Processing 
etc. 
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ABSTRACT: 

A differential equation is an equation that contains one or more functions with its 
derivatives. The derivatives of the function define the rate of change of a function at a 
point. It is mainly used in fields such as physics, engineering, biology and so on. The 
primary purpose of the differential equation is the study of solutions that satisfy the 
equations and the properties of the solutions. Learn how to solve differential equations 
here. 

One of the easiest ways to solve the differential equation is by using explicit formulas. In 
this Paper, let us discuss the definition, types, methods to solve the differential equation, 
order and degree of the differential equation, ordinary differential equations with real-word 
examples and a solved problem. Considering the medical field, DEs are used in Pathology, 
Cardiology, and dengue fever and in cancer therapy have been highlighted in the work. 
Moreover, challenges and the implementation of the DE has been explored in the work. 
The obtainable work will enact as a guide for future analysis based on the application of 
differential equation in Medical Field. 

KEY WORDS: differential, methods, Cardiology, Linear and Non-Linear equations, 
Pathology, etc., 

1.INTRODUCTION: 

Differential Equation applications have significance in both academic and real life. 

An equation denotes the relation between two quantity or two functions or two 
variables or set of variables or between two functions. Differential equation denotes 
the relationship between a function and its derivatives, with some set of formulas. 
There are many examples, which signifies the use of these equations. 

The functions are the one which denotes some sort of operation performed and the rate of 
change during the performance is the derivative of that operation, and the relation between 
them is the differential equation. These equations are represented in the form of order of the 
degree, such as first order, second order, etc.  

Mathematically, a Differential Equation (DE) has represented the relationship 
between one or more functions with their derivatives. In which, physical quantities have 
been represented by functions and rate of change has been represented by derivatives. In 
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complex systems, DE has been used for modelling behaviour. Ordinary or partial, 
homogeneous or heterogeneous and linear or non- linear are some of the types DE. It has 
been observed that greater complex problems have been resolved and derived with a 
solution by using simple non-linear Partial Differential Equations (PDEs). But it requires 
spatiotemporal features such as large length and timescale, hence numerical solution for 
PDE becomes complex. In order to resolve the finest features presented in the solution, it 
has been interacted computationally . Similarly, proper solution for PDE through deep 
learning has been attained by minimizing the PDE residual. PDE residue have been 
reduced, by constraining the neural network. Hence, appropriate solution for PDE has been 
obtained, by replacing the traditional method with neural network. Dependent variables 
like time and/or space have been investigated by Variable Order (VO) Fractional 
Differential Equations (FDEs). In real world phenomenon, VO-FDE has been considered 
as more effective and precise approach. VO-FDE has been suitable for modelling many 
variety of phenomenon which includes fields like medicine, science, and engineering. 
Nowadays, Stochastic Differential Equation (SDEs) have been used to determine the 
system stability. Though SDE has been widely used, time delays may results in oscillations 
which cause harmful effects to SDE applications. It has been used in many fields such as 
biological, medical, engineering and so on .Fractional Differential Equation (FDE) 
confined with derivative Caputo- Fabrizio (CF) have wide applications in the field of 
medicinal science and engineering. . In biological science, mathematical modelling over 
infectious diseases by using fraction order differential equations have obtained more 
attention in past few years. Numerous mathematical model of diseases have been 
represented through a scheme of non-linear ordinary differential equation. The 
recommended paper has ruminated such mathematical model . 

  
2.SIGNIFICANCE OF DIFFERENTIAL EQUATIONS:  

 Differential equations are important in mathematics and the sciences because 
they can be used to model a wide variety of real-world situations. 

 In physics, for example, differential equations can be used to model the motion 
of particles in a fluid or the trajectory of a projectile. 

 In biology, differential equations can be used to model the growth of populations 
or the spread of diseases. 

 The ability to model complex situations using differential equations makes them 
a valuable tool for scientists and engineers. 

 By solving a differential equation, they can gain a better understanding of how a 
system behaves and how it might be manipulated to achieve a desired outcome. 

 Additionally, differential equations can be used to predict the future behavior of a 
system, which can be helpful in designing new technologies or predicting the 
outcomes of experiments. 

 

3.IMPORTANT IN REAL LIFE: 
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 Differential equations have a remarkable ability to predict the world around us. 
 They are used in a wide variety of disciplines, from biology, economics, physics, 

chemistry and engineering. 
 They can describe exponential growth and decay, the population growth of 

species or the change in investment return over time. 
4.TYPES OF DIFFERENTIAL EQUATIONS 

Basically, there are two types of differential equations 
1. ORDINARY DIFFERENTIAL EQUATION (ODE) 

 

Ordinary differential equation involves a relation between one real variable which is 
independent say x 

 

         f(x) = y =d(y)/d(x) 

The highest derivative which occurs in the equation is the order of ordinary differential 
equation. ODE for nth order can be written as; 

           n) = 0 

 2. PARTIAL DIFFERENTIAL EQUATION(PDE) 

In mathematics, a partial differential equation (PDE) is an equation which imposes 
relations between the various partial derivatives of a multivariable function. 

The function is often thought of as an "unknown" to be solved for, similarly to how x is 
thought of as an unknown number to be solved for in an algebraic equation like x2 x 
+ 2 = 0. However, it is usually impossible to write down explicit formulas for solutions 
of partial differential equations. There is, correspondingly, a vast amount of modern 
mathematical and scientific research on methods to numerically approximate solutions 
of certain partial differential equations using computers. Partial differential equations 
also occupy a large sector of pure mathematical research, in which the usual questions 
are, broadly speaking, on the identification of general qualitative features of solutions 
of various partial differential equations, such as existence, uniqueness, regularity, and 
stability. 

 

4.1 ORDINARY DIFFERENTIAL EQUATIONS 
 

  4.1.1EXACT DIFFERENTIAL EQUATION DEFINITION  

The equation P(x ,y) dx + Q (x, y) dy=0 is an exact differential equation if there exists 
a function f of two variables x and y having continuous partial derivatives such that the 
exact differential equation definition is separated as follows 

ux(x, y) = p(x, y) and uy (x, y) = Q(x, y) 
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Therefore, the general solution of the 
equation is u(x, y) = C. Where C is an 
arbitrary constant. 

 

4.1.2TESTING FOR EXACTNESS 

Assume the functions P(x, y) and Q(x, y) having the continuous partial derivatives in a 
particular domain D, and the differential equation is exact if and only if it satisfies the 
condition 

 

                                                       
 

4.1.3 EXACT DIFFERENTIAL EQUATION INTEGRATING FACTOR 

If the differential equation P (x, y) dx + Q (x, y) dy = 0 is not exact, it is possible to make it 
exact by multiplying using a relevant factor u(x, y) which is known as integrating factor for 
the given differential equation. 

Consider an example, 

1.2ydx + x dy = 0 

Now check it whether the given differential equation is exact using 
testing for exactness. The given differential equation is not exact. 
In order to convert it into the exact differential equation, multiply by the integrating factor 
u(x,y)= x, the differential equation becomes, 

2 xy dx + x2 dy = 0 

The above resultant equation is exact differential equation because the left side of the 
equation is a total differential of x2y. 

Sometimes it is difficult to find the integrating factor. But, there are two classes of 
differential equation whose integrating factor may be found easily. Those equations have 
the integrating factor having the functions of either x alone or y alone. 

When you consider the differential equation P (x ,y) dx + Q (x, y) dy=0, the two cases 
involved are: 

Case 1: If [1/Q(x, y)][Py(x, y)  Qx(x ,y)] = h(x), which is a function of x alone, then 

 e  is an integrating factor. 

Case 2: If [1/P(x, y)][Qx(x, y)  Py(x ,y)] = k(y), which is a function of y alone, then  

e  is an integrating factor. 
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4.1.4 HOW TO SOLVE EXACT DIFFERENTIAL EQUATION 

The following steps explains how to solve the exact differential equation in a detailed way. 

Step 1: The first step to solve exact differential equation is that to make sure with the 
given differential equation is exact using testing for exactness. 

 

        

                        
 

Step 2: Write the system of two differential equations that defines the function u(x, y). That 
is 

 

 

 
Step 3: Integrating the first equation over the variable x , we get 

( , ( , )  + ( ) 

Instead of an arbitrary constant C, write an unknown function of y. 

Step 4: Differentiating with respect to y, substitute the function u(x,y) in the second 
equation 

                         
 

given by 

                                                 

Step 5:  integrating the last expression so that the function 
u(x,y) becomes 

( , ( , )  + ( ) 

Step 6: Finally, the general solution of the exact 
differential equation is given by u (x,y) = C. 

4.1.5 Exact Differential Equation Problems 

 Find the solution for the differential equation ( 2xy  sin x ) dx + ( x2  cos y) dy = 0 
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Solution: 

Given, ( 2xy  sin x )dx+(x2  cos y) dy = 0 First check this equation for exactness, 

 

-cosy=2x 

 

-sinx=2x 

 

The equation is exact because it satisfies the condition 
 

 

 

From the system of two equations, find the functions u ( x, y ) 

 

-  

 

-  

 

By integrating the first equation with respect to the variable x, we get 

( ,  sin ) = 2 + cos  + ( ) 

Substituting the above equation in equation (2) , it becomes 
 

                                      
 

We get 
 

 (  

 

Hence,                 ( cos sin  
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So the function u ( x , y ) becomes u ( x , y ) = x2y + cos x  sin y 
 

Therefore the general solution for the given 
differential equation is                  x2y + cos x 
 sin y = C 

Non Exact Differential equations 
 

Integrating Factors 
 

If a differential equation of the form 
 

 

x,y) such that the equivalent equation 
 

 

 

is 
guaranteed to exist if the given differential equation actually has a solution. Integrating 
factors turn nonexact equations into exact ones. The question is, how do you find an 
integrating factor? Two special cases will be considered. 

 Case 1: 
Consider the differential equation M dx + N dy = 0. If this equation is not exact, then M y will 
not equal N x  ; that is, M y  N  

                                     

is a function of x x). Then 

                                 

will be an integrating factor of the given differential equation. 

 Case 2: 
 

Consider the differential equation M dx + N dy = 0. If this equation is not exact, then 
My will not equal N x ; that is, M y  N x  
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is a function of y y). Then 

 

 

will be an integrating factor of the given differential equation. 
 

Example 1: The equation 

 

is not exact, since 

 

 
 

will be an integrating factor of the differential equation. Multiplying both sides of the given 
x yields. 
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as the general solution of the differential equation. 

 

5.UTILIZATION OF DIFFERENTIAL EQUATION IN MEDICAL FIELD 
 

A series based method which has named DTM ( Differential Transform Method) has been 
used for resolving the DE in Bio fluid Problems in the existing paper . The formulation of the 
problem in the paper has been modelled based on the circumstances in which the patients has 
been fighting from renal diseases because of the blockage of Semi-Permeable Membrane in 
Haemodialysis. In the study eigenvalues have been calculated with various Sherwood 
membrane, Peclet numbers, axial direction, angles and radius in the purview of DTM. The 
outcomes has revealed that the angular displacement has been the essential parameter that 
might be preserved as an indicator for the purity in the medical terms of the blood, 

5.1 IMPLEMENTATION OF DIFFERENTIAL EQUATION IN CARDIOLOGY 
In cardiology, DE have been used to obtain the exact analytical values. Therefore, the 

suggested paper reviewed that by investigating fractional, time and PDE at various stages, 
action potential dynamics in cardiac tissues can be understood better. The main objective of 
the existing paper is to solve the models analytically. Based on the mathematical prediction, 
stationary solution stability, optimal control, fractional calculus model has been recently 
considered to elucidate the health related and biological process especially in dynamics of 
cardiac phenomena. By using the current paper, it has been observed that more data and 
information have been required for assessing the performance of derived models which 
includes clinical and experimental comparison with formal cardiac model. Implementation 
of the model in rhythm control and in cardiac pacemakers also have possibilities to be 
investigated. 

5.2 EMPLOYMENT OF DIFFERENTIAL EQUATION IN PATHOLOGY 
The objective of the existing study is to provide a new modular implementation that has 

merged the better features of a continuum mechanics, agent based model and particle 
tracking methods. The existing study has been used to manage the multistage nature of the 
adaptation phenomena. A common rationale of the method has viewed that the MM has 
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been defined the famous PDE. The paper has utilized a technique which has been dependent 
completely on fixed grid and PDE. A keystones of the method could be that explicitation of 
the fluid-elastic interface interaction where the model has been amalgamated into the pair of 
coupled PDEs. In order to build the method, the incompressible Navier stokes system has 
been written as:  

    + ( .   +  +  (7)  ·     = 0. 
5.3 MATHEMATICAL ANALYSIS OF DENGUE FEVER 

Mathematical model has acted as a powerful tool to understand the mechanism of 
controlling dengue and transmission dynamics. Mathematically, compartmental models 
which is governed by Ordinary Differential Equation (ODE) has been used to explain the 
spreading of dengue disease and to control the interaction between human and mosquitoes. 
Theoretical examination of the model has been directed to gain the associated dengue-free 
equilibrium. Mathematical analysis of single-type control interventions that has executed 
could demonstrate that the open space spray of insecticide could be the most prominent to 
encompass Dengue spread. Matrix Method has been used to calculate the productive 
reproduction number. The assumed outcomes have demonstrated that the adaptation of any 
of the control interventions which has been mentioned in the work could lead to the 
rejection of the predominant of Dengue among the population. 

5.4 RECENT TRENDS APPLIED IN MEDICAL FIELD WITH DIFFERENTIAL EQUATIONS 
 

To identify correlations, machine learning used huge design spaces and to identify 
causality multiscale modelling predicts system dynamics. Recent trends suggested that 
integrating multiscale modelling and machine learning has provided a better way to 
understand about biomedical, behaviour and biological system. Multiscale modelling 
approaches have been divided into two categories based on the scale of interest, i.e. 
ordinary differential equation - based approaches and partial differential equation - based 
approaches. Ordinary differential equations have been used widely during disease, 
development, pharmaceutical intervention or environmental changes in order to stimulate 
the system integral response. While partial differential equations are basically used to 
study inherently heterogeneous dimensional patterns and varying field at particular regions 
i.e. to study blood flow in cardiovascular system, contraction of heart etc. 

Nowadays, Artificial Neural Network (ANN) and Deep Learning (DL) has 
included both DE and PDE, algorithms and specific techniques in order to find the difficult 
patterns in large data by using computers. In recent days, deep learning has been used in 
MRI for medical image focusing with the help of differential and partial differential 
equation. 

 

Single or 1  D backward stochastic differential equations (BSDE) has avoided the 
computation of conditional expectation. In future, many attempts have been made to 
combine BSDE method in multidimensional case to the form of Markovian coupled 
forward- backward SDEs . 
5.5 CHALLENGES IN ADOPTING DIFFERENTIAL EQUATION IN MEDICAL FIELD 
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The main drawback of using DE in cancer biology is establishing clinical method 
which finds ROS in cancer in spatiotemporal manner, within living (vivo) human body. 
Multidisciplinary collaboration between modelling, experimental and clinical areas have 
been needed to integrate with the modern mathematical model which incorporates the 
expertise and experimental techniques that has been required for ROS analysis, detection 
and clinical translation. Future generation models would be developed to increase the 
understandings about the working of the cancer redox biology and a new 
chemotherapeutics design will be proposed to defeat cancer. 

In asthma, the current mathematical model has described the growth of airway smooth 
muscles qualitatively in inflammatory and normal environment for a period of short and 
long term. Based on the model, inflammation resolution speed, inflammatory episodes 
frequency and magnitude of infection has been responsible for the growth of airway smooth 
muscle in long term. The challenge of the existing study stated that it does not consider the 
mechanical interaction between the cells and extra-cellular matrix which affects the 
apoptosis rates, growth and also the total capacity of airway wall. Another challenge in 
using mathematical models in biological system is that mathematical models are very hard 
and complex in analytical solving and it requires computational model applications in order 
to obtain the numerical value of the model solution. 
 

CONCLUSION:

Ordinary differential equations have several applications and are a potent tool in the 
study of a variety of problems in the natural sciences and technology; they are widely 
used in machines, astronomy, physics, and a variety of chemistry and biology 
problems. 

Exact equation, is a type of differential equation that can be solved directly without the 
use of any of the special techniques in the subject. A first-order differential equation 
(of one variable) is called exact, or an exact differential, if it is the result of a simple 
differentiation. 
Linear differential equations stand out among ordinary differential equations for 
various reasons. The majority of basic and special functions encountered in physics 
and applied mathematics are linear differential equation solutions. The few non-linear 
ODEs that can be solved explicitly are usually solved by converting the equation to a 
linear ODE counterpart. Numerical approaches for ordinary differential equations can 
provide an estimate of the solution for applicable solution. A mathematical equation 
having only one independent variable and one or more derivatives affecting that 

 
Several scientific, commercial, and technological domains rely on differential 

equations, as shown by this study. The study effectively demonstrates how to employ both 
kinds of equations, ordinary differential equations (ODEs) and partial differential 
equations (PDEs), to represent complex real-world processes. Strong solutions to these 
equations, yielding insights and prediction capabilities, are provided by the techniques 
utilized, which include variable separation, integrating factors, and transformations. From 
this review, it is evident that in medical stream, the application of DE is more important for 
diagnosis, analysis, interpretation and treatment of various diseases. Data obtained using 
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mathematical models which incorporates ODE, PDE, linear and non-linear differential 
equations, homogeneous and non-homogeneous differential equations are more accurate 
than the data obtained from classical model. It is also observed that, in medical field, 
mathematical findings are more efficient when it incorporates with the application of 
computational models. This review paper will act as a guide for future analysis of 
application of differential equation in medical field. 

 

REFERENCES: 
1. Cole, S. (1991). Partial Differential Equations: Analytical Solution Techniques (J. 

Kevorkian). SIAM Review. https://doi.org/10.1137/1033026 

2. DeWolf, D. G., & Wiberg, D. M. (1993). Ordinary differential equation technique for 
continuous- time parameter estimation. IEEE Transactions on Automatic Control. 
https://doi.org/10.1109/9.250521 

3. Diethelm, K., & Ford, N. J. (2002). Analysis of fractional differential equations. 
Journal of Mathematical Analysis and Applications. 
https://doi.org/10.1006/jmaa.2000.7194 

 
https://byjus.com/maths/exact-differential-equation 

  
5. https://uwaterloo.ca/applied-mathematics/future-undergraduates 
 
 

6.  https://unacademy.com/content/jee/study-material/mathematics/exact-differential-
equation/# 
7. P. K. Singh and P. Sharma, "A Comparative Study of Fluid Flow in Hemodialyzer 
using Differential Transform Method," in 

Macromolecular Symposia, 2021, p. 2000338. 

8. S. A. David, C. A. Valentim, and A. Debbouche, "Fractional modeling applied to the 
dynamics of the action potential in cardiac tissue," Fractal and Fractional, vol. 6, p. 149, 
2022. 
 
Wolfgang Walter (11 March 2013). Ordinary Differential Equations. Springer Science & 
Business Media. ISBN 978-1-4612-0601-9. 

10. Vladimir A. Dobrushkin (16 December 2014). Applied Differential Equations: 
The Primary Course. CRC Press. ISBN 978-1-4987-2835-5. 
 
11.Tenenbaum, Morris; Pollard, Harry (1963). "Solution of the Linear Differential Equation 
with Nonconstant Coefficients. Reduction of Order Method.". Ordinary Differential 
Equations: An Elementary Textbook for Students of Mathematics, Engineering and the 
Sciences. 



 
M ARUTH U PAN DI YAR CO LL EG E, T HANJAV UR  NC ID A- 2K 25  

 

NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 267 
 

Enhancing optical properties of Zn-TiO2 
 

K.Gokila1, N.N. Shafeera2, M.Amutha3, S. Gnanasaravanan4,  
K. Mohamed Rafi5, A. Ayeshamariam6*,  

1,2,3,4,6Department of Physics, Khadir Mohideen College, (Affiliated to Bharathidasan 
University, Tiruchirappalli), Adirampattinam - 614701, India. 

5Department of Botany, Jamal Mohamed College (Autonomous) Affiliated to 
Bharathidasan University, Tiruchirappalli, 620024, Tamil Nadu, India. 

Email; ayeshamariamkmc@gmail.com 

 
Abstract

 Zn doped TiO2 was synthesized by using hydrothermal method. In the case of Zn 
doped TiO2, the customized peaks are found from the lattice origin (110), (101), (200), 
(211) and (211) and the lattice constants are a=b= 4.593Å and c= 2.958Å. From FTIR 
analysis we observed that the change of dipole moment of the bonds is making vibrations 
effective in IR region. In this case, the compounds consist of Zn-O, Ti-O and Zn-Ti bonds 
which are having moderate dipole moment. From PL analysis we observed that peaks 
taking place at 410, 440, 460 and 490 nm are due to the interstitial of Zn in TiO2 and Ti in 
ZnO lattice defect. The luminescence peak at 540 nm corresponds to the radiative 
recombination of bound excitons, whose energy is higher than the energy bandgap of 
nano TiO2 and ZnO. The medium intensity of all peaks is due to the enhancement of 
radiative recombination in luminescent process.
Keywords; Zn-TiO2, Nanocomposite, PL analysis and Structural studies 
1. Introduction 

 Thin films of transparent conducting metal oxides (TCMOs) have been 
extensively researched because of their use in a variety of technical fields, including solar 
cells, batteries, and gas sensors in the biological sciences [1-2]. Its ability to withstand 
UV light helps us stop polymers from discoloring in the sun. Because of its large band 
gap (3.37 eV), increased excitation binding energy (60 meV) [3], increased optical 
activity in the visible region, and low resistivity, the nano ZnO compound, which is a 
transparent conducting semiconductor belonging to the IV group, has garnered a lot of 
interest for the creation of optoelectronic devices.. Because of its special optical and 
electrical characteristics, it has been suggested that it is appropriate for a number of 
applications, including gas sensors, solar cells, and flat-panel displays (FPDs) [4-6]. 
Efficient UV emission is ensured by the high transparency and good light trapping 
properties. ZnO is now also utilized as a photo anode in dye-sensitized solar cells 
(DSSCs), with a maximum efficiency of roughly 0.28 percent [7]. Under visible light 
radiation, chemically doped TiO2 with ZnO crystallites can produce photocurrents [8]. 
With appropriate doping, ZnO's optical, electrical, morphological, and structural 
characteristics can be altered. Numerous tetravalent metal dopants, including Ti, Sn, Ga, 
and Si, are added to ZnO films in order to increase their conductivity [9]. Since the ionic 
radii of Ti2+ (0.072 nm) and Zn2+ (0.074 nm) are equal, titanium (Ti) is the most 
promising doping element among these tetravalent metal dopants. As a result, it can be 
readily substituted into Zn sites inside the Ti host lattice. When Zn2+ is swapped out for 
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Ti2+, the dopant Ti contributes two extra free electrons, increasing electrical conductivity 
[10]. Time and energy savings are the primary benefits of the quick and simple 
hydrothermal procedure. High-purity, uniform ceramic oxide powders are produced 
directly using this procedure. According to Patil and Mimani [11], this technique is 
adaptable for the synthesis of a broad variety of particles, including alumina powders of 
nanoscale sizes. The glycine molecule is composed of an amino group at one end of the 
chain and a carboxylic acid group at the other. The amount of moles of gaseous products 
generated during the nanoparticle manufacturing process determines the variation in 
particle size when utilizing different fuels. Many semiconductors are ideally suited in 
powder form for their large-scale bacterial and fungal applications, while being costly 
and scarce. Thermodynamic modeling indicates that when the fuel-oxidant increases, so 
does the amount of gas generated. Since Ti is a transparent conductivity metal oxide 
(TCMO) material with strong optical and electrical properties, it is recognized as the 
ideal n-type dopant for high quality nanoparticle ZnO thin films [12]. Finding the 
bacterial activities of both positive and negative microbial strains is the performance of 
the materials under study at the moment. The titanium doped ZnO nanoparticles are 
synthesized in this study using a hydrothermal approach and their optical properties are 
evaluated in light of their vast biological applications. Furthermore, we are aware that its 
resistance to UV light helps shield polymers from sun-induced discoloration. Because of 
its high refractive index and capacity to shield the skin from UV rays, TiO2 is also used 
as a blocker in sunscreens. 
2. Experimental 
All of the chemical reagents used in this experiment were commercially purchased, 
analytical grade (E-Merck, 99.99%), and utilized without additional purification. 
Titanium oxide (TiO2) doped with zinc oxide (ZnO) was created using a hydrothermal 
process. 0.26 grams of glycene, which serves as fuel, was combined with a 0.5 M 
solution of zinc acetate dehydrate that had been dissolved in 25 milliliters of distilled 
water and a TiO2 solution in separate beakers of the same capacity. A magnetic stirrer 
was used to agitate this mixture for 20 minutes. Following an hour of ultrasonication, the 
suspension was moved into a 150 ml stainless steel autoclave lined with Teflon. The 
temperature of the autoclave was kept at 270 °C for 15 hours. Following a natural cooling 
process to room temperature (RT), the black, green, yellowish product was repeatedly 
cleaned with distilled water before being vacuum-dried for 36 hours at 130 °C. After that, 
centrifugation was used to rinse the dark, yellowish dispersion three times with deionized 
water. This work uses the physical grinding approach to reduce the size of Zn-TiO2 
powder [13].3. Results and Discussion 
3.1 FTIR analysis 
The FTIR spectra of the ZnO-doped TiO2 nanoplatelets as produced are displayed in 
Figure 1 within the wavelength range of 3500 to 500 cm-1. In the infrared region, 
vibration effects cause the dipole moment of bonds to vary. The compounds in this 
instance are made up of Ti-O and Zn-Ti links, each of which has a moderate dipole 
moment. Metal oxides that have many oxygen atoms attached to one metal atom typically 
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absorb between 1050 and 870 cm-1. 

  
Figure-1 FTIR Analysis of ZnO, TiO2, ZnO-TiO2 and TiO2-ZnO 

 
The Ti-O and Zn-O stretching vibrations may be located in the 980 300 cm-1 range due 
to the nanosize effect. Similar peaks were seen in the spectra of all the samples in this 
instance at 1579, 1398, 1050, and 980 cm 1. O-H bending vibrations are attributed to the 
first two bands. However, because O- is associated with Ti and Zn, no O-H stretching is 
detected. In this case, Ti-O and Zn-O symmetric stretching vibrations are attributed to the 
final two weakly intense bands [14].  
3.2 Absorption studies 

One of the most crucial techniques for revealing the energy structures and optical 
characteristics of semiconductor nanostructures is the UV visible absorption spectrum, 
which has been thoroughly investigated. In this work, TiO2-doped ZnO nanoplatelets 
were first ultrasonically dispersed in 100% ethanol to record the UV-vis spectrum. The 
outcome is shown in Fig. 2(a, c). Between 200 and 450 nm is where TiO2-doped ZnO 
nanoplatelets are shown to absorb. Furthermore, one absorption peak of ZnO 
nanoplatelets doped with TiO2 is visible at 205 nm, respectively, which unmistakably 
shows a blue shift in the energy profile.  The Burstein-Moss effect causes the particle size 
to shrink and the absorption edge to move towards the higher wavelength (lower energy) 
at 220 nm for Ti-doped ZnO nanoplatelets [15]. In this instance, the shift appears to have 
migrated upward, which could be because of the doping substance. This implies that both 
doped compounds' crystallinity has improved, most likely as a result of the appropriate 
doping level. For pure Ti-doped ZnO nanoplatelets, the energy 

to the bandgap of pure ZnO and TiO2 (3.506 and 3.573 eV), a steady increase (0.369 and 
0.332 eV) is noted in the bandgap value for Ti-doped ZnO [16]. Doping causes a 
homogeneous change that can be attributed to a number of factors. The substitution of 
Ti2+ and Zn3+ ions within the ZnO crystal lattice, as well as the equivalent charge 
balance, will undoubtedly produce some microstructural perfection, such as filling up 
vacancies in the host lattice. Furthermore, the size effect-induced quantum confinement 
has reached the nanoscale regime [17]. It is crucial to remember that both doped 
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compounds exhibit a noticeable blue shift and have energy gap values that are higher than 
pure. According to this result, the bandgap value rises as a result of doping, indicating 
that the lattice excellence is reinforced by the crystallinity. This is consistent with the 
XRD results. It's important to note that high transparency in nanocrystals indicates an 
excellent optical application in optoelectronic devices or a high transparent detector. 
Figure 3b shows the optical transmittance spectra for the pure doped ZnO and TiO2 
samples that were taken over the 180 390 nm wavelength range. In the visible spectrum, 
the average transparency is between 81 and 97 percent. In the visible spectrum, it was 
observed that both the pure and doped samples showed comparable optical transmission. 
In general, structural homogeneity and well-crystallization of the as-prepared samples are 
associated with enhanced transmittance. Based on this, the measured transmittance 
showed that the structural layout is unaffected by the doping process [18]. 

Figure-2a Absorbance curves of ZnO, TiO2, ZnO-TiO2 and TiO2-ZnO 

 

Figure-2b Transmittance curves of ZnO, TiO2, ZnO-TiO2 and TiO2-ZnO 
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Figure-2c Bandgap values of ZnO, TiO2, ZnO-TiO2 and TiO2-ZnO 

 
4. Conclusion 
 In conclusion, the hydrothermal technique was used to create TiO2-doped ZnO 
nanoplatelets. Using UV-vis spectroscopy, the ZnO nanoplatelets' band gap values were 
investigated, and their transmittance and absorbance values were examined. The findings 
showed that the crystal sizes and ZnO and TiO2 doping concentrations affect all of these 
characteristics. All of the nanoplatelet samples' molecular structures were examined; the 
lattice changes in the Ti and ZnO molecular regions were not detectable. 
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ABSTRACT 

Nanotechnology is a multidisciplinary field, as it combines the knowledge from 
different disciplines: chemistry, physics, and biology amongst others. It is widely agreed 
that nanoparticles are clusters of atoms in the size range of 1 100 nm. Metal 
nanopart
utilizes several methods such as evaporation/condensation and laser ablation. The second 
one is a chemical approach in which the metal ions in solution are reduced in conditions 
favoring the subsequent formation of small metal clusters or aggregates.  The present 
study included the chemical reduction of copper sulphate through trisodium citrate and 
testing for their antimicrobial activity. The aqueous copper sulphate exposed to the 
trisodium citrate results in the synthesis of copper nanoparticles, it was confirmed by the 
formation of brown colour.  The pH and viscosity of the copper nanoparticles monitored 
and indicates the stability of the particles. Synthesized copper nanoparticles further 
confirmed in UV Visible spectrum and FTIR. The SEM analysis showed the particle size 
between 44.50 nm as well the spherical structure of the nanoparticles. Proven 
antibacterial activity of copper nanoparticles (CuNPs) against  E. coli established. 
Keywords: Copper nanoparticles. Antibacterial activity, Copper sulphate, Trisodium 
citrate 
 
INTRODUCTION 

Nanotechnology is a multidisciplinary field, as it combines the knowledge from 
different disciplines: chemistry, physics, and biology amongst others (Schmid, 2006; 
Schmid, 2010). Nanotechnology is the arts and science of manipulating matter at the 
atomic or molecular scale and holds the promise of providing significant improvements 
in technologies for protecting the environment. While many definitions for 
nanotechnology exist, the U.S. Environmental Protection Agency (EPA) uses the 
definition developed by the National Nanotechnology Initiative (NNI). According to 
National Nanotechnology Initiative of the USA, nanotechnology is defined as: research 
and technology development at the atomic, molecular, or macromolecular levels using a 
length scale of approximately one to one hundred nm in any dimension; the creation and 
use of structures, devices and systems that have novel properties and functions because of 
their small size; and the ability to control or manipulate matter on an atomic scale 
(USEPA, 2007). The technology has excellent prospects for exploitation across the 
medical, pharmaceutical, biotechnology, engineering, manufacturing, 
telecommunications and information technology markets. Copper nanoparticles, due to 
their excellent physical and chemical properties and low cost of preparation, have been of 
great interest. Copper nanoparticles have wide applications as heat transfer systems, 
antimicrobial materials, super strong materials, sensors and catalysts. Copper 
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nanoparticles are very reactive because of their high surface-to-volume ratio and can 
easily interact with other particles. In the present study the synthesis of copper 
nanoparticles using Tri sodium citrate as reducing agent.  

MATERIALS AND METHODS 
Experimental 
 Copper sulphate (CuSO4) and Tri sodium citrate (Na3C6H5O7) [Loba Chemi, 
India] have been used in the synthesis of Copper nanoparticles. 
Preparation of copper nanostructures 

To synthesize different-sized CuNPs, the spherical CuNPs were prepared 
according to the literature procedure by Fang et al. (2005), by reducing aqueous CuSO4 

with sodium citrate at boiling temperature. In typical procedure, 40 ml of 0.001M CuSO4 

was heated to boiling. To this solution, 10 ml of 1% trisodium citrate was added drop by 
drop. The solution was heated at boiling point under continuous magnetic stirring for 
30minutes. The solution was then cooled to room temperature. The reaction was allowed 
to take place for 24 hurs. The CuNPs in this solution were called citrate- CuNPs. 
Characterization of copper sulphate nanoparticles 
UV-Visible analysis  
  The extracts were examined under visible UV-Visible spectrum. The sample is 
dissolved in same solvent. The extracts were scanned in the wavelength ranging from 
340-960 nm using Systronic Spectrophotometer. These solutions were scanned in turn at 
intervals of 10 nm and the characteristic peaks were detected. The peak value of the UV-
Visible was recorded. 
Fourier transform infrared Spectroscopy 

To determine Fourier transform infra-red (FTIR) pattern of the CuSO4 

nanoparticles was freeze-dried and the dried powder was diluted with potassium bromide 
in the ratio of 1:100 and recorded the spectrum in Perkin Elmer FTIR Spectrum BX 
(Wellesley, MA, USA). 
SEM analysis of copper nanoparticles               

The scanning electron microscopy (SEM) analysis of freeze dried sample was 
performed by mounting nanoparticles on specimen stubs with double-sided adhesive tape 
and coated with platinum in a sputter coater and examined under VEGA3 SEM (Japan) at 
10 kV. 
Determination of antimicrobial activity 

 Antibiogram was done by disc diffusion method (NCCLS, 1993; Awoyinka et al., 
2007) using samples. Petri plates were prepared by pouring 30 ml of NA medium for 
bacteria. The test organism was inoculated on solidified agar plate with the help of 
micropipette and spread and allowed to dry for 10 mints. The surfaces of media were 
inoculated with bacteria from the culture. A sterile cotton swab is dipped into a 
standardized bacterial test suspension and used to evenly inoculate the entire surface of 
the Nutrient agar plate. Briefly, inoculums containing bacteria specie were spread on 
Nutrient agar plates. Using sterile forceps, the sterile filter papers (6 mm diameter) 

inoculated agar plate. The plates were incubated at 37ºC for 24 h for the bacteria. Each 
sample was tested in triplicate.  The antimicrobial potential of test compounds was 
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determined on the basis of mean diameter of zone of inhibition around the disc in 
millimeters. The zones of inhibition of the tested microorganisms by the samples were 
measured using a millimeter scale.   

 
RESULTS AND DISCUSSION 

Production of nanoparticles can be achieved through different methods. Chemical 
approaches are the most popular methods for the production of nanoparticles. Copper 
nanoparticles, due to their excellent physical and chemical properties and low cost of 
preparation, have been of great interest. Copper nanoparticles have wide applications as 
heat transfer systems, antimicrobial materials, super strong materials, sensors and 
catalysts. Copper nanoparticles are very reactive because of their high surface-to-volume 
ratio and can easily interact with other particles and increase their antimicrobial 
efficiency. In the present study to synthesize, characterization and antibacterial activity of 
copper nanoparticle using trisodium citrate.
Synthesis of Copper nanoparticles 
 The synthesis of Copper sulphate nanoparticles through trisodium citrate were 
carried out. Copper is used as reducing agent as Copper sulphate has distinctive 
properties such as good conductivity, catalytic and chemical stability. Applications of 
such eco-friendly nanoparticles in bactericidal, wound healing and other medical and 
electronic applications, makes this method potentially exciting for the large-scale 
synthesis of other inorganic materials (nanomaterials). Copper sulphate and trisodium 
citrate were used as starting materials for the preparation of copper nanoparticles. The 
copper colloid was prepared by using chemical reduction method (Li et al., 2010). The 
mechanism of reaction could be expressed as follows ((Silva et al., 2007: Hangxun, Xu 
and Kenneth, 2010). 

The aqueous Copper when exposed to trisodium citrate was reduced in solution, 
there by leading to the formation of Copper sulphate hydrosol. The time duration of 
change in colour varies from chemical to chemical. It is well known that Copper 
nanoparticles exhibit in aqueous solution due to excitation of surface plasmon vibrations 
in nanoparticles (plate 1) (Mamun  et al., 2012).

 
 
 
 
 
 

           
 
 Plate 1:  Processing of nanoparticle synthesis using magnetic stirrer 

 
 

Ultraviolet/visible (UV/VIS) spectroscopy
 The Copper nanoparticles shows a good transmittance in the visible region which 
enables it to be a good material for optoelectronic applications.  Spectroscopy is a tool for 
structure determination. It is essentially a technical procedure by which the energy 
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differences between the allowed states of a system are measured by determining the 
frequencies of the corresponding light absorbed. The obtained spectra of the compound 
i.e. the response of a substance subjected to radiations of various wavelengths reveals the 
important properties of the compound.  

UV-Vis- spectroscopy is used to measure the absorption or emission of radiation 
associated with the spatial distribution of electrons in atoms or molecules. For this 
purpose transmission is plotted against wavelength or frequency and is known as the 
transmission spectrum. The UV-Visible- transmission spectra were recorded using 
Systronic UV-Visible Spectrometer in the range 340 nm to 940 nm. Figures 1 show the 
transmission spectra Copper nanoparticles. From the spectra, it is observed that the show 
Copper nanoparticles good transmittance in the entire visible - regions.  

 
 
 
 
 
 
 
 
 
 
 

Fig 1: shows the UV Visible spectrum of CuNPs 
The absorption spectra of aqueous and ethanol extracts obtained from Gymnema 

sylvestre were compared with the absorption spectra of copper nanoparticles prepared 
using these extracts in order to reveal the formation of copper phyto-nanoparticles. The 
absorption spectra of copper phytonanoparticles were recorded after 24 hours after their 
preparation and exhibited absorbance peaks at 550 nm
Fourier Transform Infrared Spectroscopy (FTIR)   Analysis 
           FTIR is an important tool which enables us to understand the involvement of 
functional groups in the interactions between metal particles and biomolecules. Fourier 
Transform Infrared (FTIR) spectroscopy can effectively be used to measure the particle 
formation. It is found that the width and intensity of peaks in an IR spectrum have 
explicit dependence on the particle size. As particle size increases, the width of the peak 
decreases and intensity increases (Pacios et al., 2007).   The FTIR spectra of reduced 
Copper sulphate show in the peaks of spectra in Fig 2.

The band of carboxyl or carbonyl groups at 1660 to 1500 and 1390 to 1260 cm 1 
region. This may be the reason for the reduction of the transmittance at this region in the 
case of spectrum of nanoparticles. The shift of the band from 1656 to 1586 indicates the 
formation of metal carbonyl groups. It is due to the stabilization of Cu nanoparticles by 
the COO- group of trisodium citrate. This asymmetric shift can be comparable with the 
data presented by previous works (Anupam Giri et al, 2010). According to them, when 
the citrate ligand bound to magnetite nanoparticles surfaces the antisymmetric stretching 
of -COO- at     1586 cm-1 almost remains the same but the symmetric -COO- stretching 
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mode of citrate becomes redshifted and appears sharply at 1398 cm-1 (Ansari et al., 
2011). 

 
 
 
 
 
 
 

 
 

Fig 2: FTIR analysis of Copper nanoparticles 
SEM analysis 

SEM analysis was carried out to understand the topology and the size of the Cu-
NPs, which showed the synthesis of higher density polydispersed spherical Cu -NPs of 
various sizes. The SEM image showing the high density copper nanoparticles synthesized 
by trisodium citrate further confirmed the development of copper nanostructures. Most of 
the nanoparticles aggregated and only a few of them were scattered, as observed under 
SEM. The SEM analysis showed the particle size 44.50 nm as well the spherical structure 
of the nanoparticles (plate 2).  

 
 
 
 
 
 
 
 

 
 
 

Plate 2: High resolution scanning electron microscopic (SEM) image of Copper 
nanoparticles (CuNPs). Spherical shaped CuNPs size at 44.50 nm. 

 
Antibacterial Activity of Copper nanoparticles  

Microbes are truly the most underappreciated living organisms on Planet Earth. 
Billions of them can fit on a fingernail, and they make up more than half of the living 
biomass on the planet. The world we live in is one full of microbes. Microbes, whether 
they are good, bad, or benign, are certainly everywhere. This includes on our body, in our 

hot and very hot places, and even in places without oxygen. Our body temperature and 
wealth of nutrients provide an ideal home for these micro-organisms to thrive.  
Microorganisms always live in water (directly in aquatic environments, in water inside 
animals or plants, or in water around soil particles). They can eat all sorts of things, 
including oil, rocks, dead and living plants and animals (Needham, 2000).  There are 4 
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major types of Microbes: bacteria, fungi, protists and viruses (Lynch and Hobbie, 1988). 
The in vitro antimicrobial activity of the Copper nanoparticles against these bacteria was 
qualitatively assessed by the presence of inhibition zones represented in the photographic 
plate 3. The inhibitory activities in culture media of the Copper nanoparticles reported in 
Table 2 were comparable with standard antimicrobiotic viz. Chloramphenicol.  

 
 
Table 2 Antibacterial Activity of Copper nanoparticles 

 
Microbe  50µl 100µl 150µl Standard 

 
Escherichia coli (mm) 5.23 ± 0.36 7.50 ±0.52 8.75 ± 0.61 9.25 ± 0.64 

            Values are expressed Mean ± SD for triplicates 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Plate 3: Antibacterial Activity of Copper nanoparticles 
 

Conclusion 
 The present study exhibit a simple method of synthesis of copper nanoparticles 
from a novel primitive chemical source. This method can be further used for industrial 
production of nanoparticles at room temperature and with a single step. Since the 
nanoparticles thus synthesized shows antimicrobial activity, they can be used in the field 
of pharmaceutical industry. Copper nanoparticles might be useful for the development of 
newer and more potent antimicrobial 
contribute to a novel and unexplored area of nanomaterials as medicine.  
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Abstract 
Transparent F doped Zinc oxide (F: ZnO) thin films with different F concentrations were 
deposited on glass substrate by spray pyrolysis deposition (SPD) at 250oC using aqueous 
solution of Zinc acetate. The films optical and structural properties were analysed by UV 
- VIS spectrophotometer and X-ray diffraction respectively. The undoped and F doped 
ZnO thin films exhibit a transmittance of about 70 to 90% in the visible region. The 
optical  band gap of the F doped thin films were found to be increase with  of low volume 
for low doping concentrations and the optical band gap around 3.3 eV. 
Key words: Thin film, spray pyrolysis, uv-vis and x-ray diffraction. 
1. INTRODUCTION 
 Thin films of Transparent conducting oxide (TCOs) have attracted by many of the 
researchers due to their broad applications in science and technology for the development 
of transparent electronics and photonic devices, transparent conducting electrodes for 
photovoltaic cells, flat panel displays, LEDs, piezo-electrical devices [Lu J.G., 2006, 
Ramamoorthy K., 2004], ultraviolet laser diodes, acousto-optical devices, gas sensing 
devices [Ju Zhai H., 2008, Saravanakumar K., 2011] etc. Different kinds of TCO 
materials have been developed still now, but only a few of the materials such as zinc 
oxide (ZnO), cadmium oxide (CdO), tin oxide (SnO2) and indium oxide (In2O3), based 
TCO are in use for conventional transparent electrode applications [Nomoto J.,]. Among 
many TCO materials, one of the metal oxide semiconductors say ZnO is suitable for 
optoelectronic devices, varistor, piezoelectric nano-generators, sensors, thin film solar 
cells, light emitting diodes, liquid crystal displays because of its easy fabrications, non-
toxicity, high optical transparency in visible region, low cost materials, good chemical 
stability, wide band gap (3.37eV) with an excitation binding energy of 60meV [Sanchez-
Juarez A., 1998]. Pure form of ZnO is an n-type semi-conducing material and it is not 
suitable to control some of the properties. In order to improve it many researchers 
focused on doping ZnO with anion and cation dopants such as Erbium (Er), Cerium (Ce),  
Aluminium (Al), Indium (In), Tin (Sn),  Antimony (Sb), Gallium (Ga), Iron (Fe) , 
Fluorine (F) etc. [Sofiani Z., 2007,  Maldonado A., 2010]. Among the above said dopants, 
fluorine (F) is one of the anion dopants and its radius is equal to that of the oxygen (F = 
1.31Å; O2- = 1.38Å) [Biswal R R., 2010]. Therefore, it is the suitable anion doping 
candidate due to its lower lattice distortion compared to that of Ga, Al or In [Tsai Y.Z., 
2009].  
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 Doped and Undoped ZnO thin films have been prepared by various methods such 
as electron beam evaporation [Xu H.Y., 2005], pulsed laser deposition (PLD), rf and dc 
magnetron sputtering, SILAR (successive ionic layer adsorption and reaction) 
[Sakthivelu A., 2011], sol-gel methods and spray pyrolysis. 
 There are many processes by which these thin film layers can be prepared on the 
glass substrates, but one of thewell-known method is spray pyrolysis process, relatively 
simple and cheap technique  method, convenient  for deposition of ZnO thin films. This 
is also compatible with mass production systems. Stoichiometric ZnO has high electrical 
resistivity and a low reflectivity in the IR region [Ristov M., 1987]. In general, Non-
stoichiometric ZnO, is an n-type material, with a high electrical conductivity due to lack 
of oxidation or excess zinc, but it is not stable at high temperatures. Non-stoichiometric 
films in atmospheric pressure at 4000C increase the sheet resistance (Rsh) by a factor of 
about 103 [Minami T., 1985]. The electrical conductivity of sprayed ZnO films can be 
further improved by doping it with indium or aluminum at cation sites [Qiu S.N., 1987]. 
Halogens like Cl [Aranovich J., 1977] and F [Hu J., 1991] can also act as dopants in ZnO 
thin films by anion substitution, replacing the oxygen. From the literature studies we find 
that the physical properties of sprayed ZnO thin films are strongly affected by doping of 
cation sites, but only a very few works have been reported on ZnO thin films doped at 
anion sites. Still, a systematic study of the effect of doping of anions sites on the physical 
properties and correlation between them is lacking.   

According to our knowledge, only a few studies on F-doped ZnO thin films by 
spray pyrolysis have been reported in the literature [Muruganantham G., 2011]. In the 
present study, we report the influence of the F doping on structural and optical properties 
of ZnO thin films prepared by spray pyrolysis technique. 

 

2. EXPERIMENTAL METHOD 
 Fluorine doped Zinc oxide thin films have been prepared by a low cost and 
simplified spray pyrolysis technique. An aqueous solution of highly pure Zinc Acetate 
was taken as the deposition solution.  Fluorine doped was achieved by adding NH4F 
(0.0001M & 0.0003M) with the precursor solution. Various sets of precursor solutions 
were produced by dissolving 0.05m of Zinc acetate with different volumes of (10, 30 and 
50ml) deionized water. The precursor solution thus obtained was sprayed on pre-heated 
(250 ± 5OC) glass substrate. The temperature controller with thermo couple (chromel
alumel) was used to monitor the temperature of the substrates. The spray deposition 
followed in this work is a step procedure, a spray and a very few sec (10  15sec.) 
interval. The substrates used for the deposition were chemically and ultrasonically 
cleaned with organic solvents and deionized water to remove impurities if so any, on the 
surface. To confirm the reproducibility the experiment was repeated for several times. X-
ray diffraction patterns were studied using X-ray diffractometer (PANalytical-PW340/60 

-ray source radiation of Cu 
K  with wavelength of 1.5406Å. Optical Transmission and absorption spectra and 
Scanning electron microscopy (SEM) images were obtained using UV Vis-NIR double 
beam spectrophotometer (Perkin Elmer LAMBDA-35)and scanning electron microscope 
(HITACHI-S-3000H)  respectively. Thickness of the films was measured with a 
profilometer (Surf Test SJ- 301) and the obtained values were found to be comparable 
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with that estimated value using the gravimetric weight difference method. The thickness 
values were in the range of 1000 - 1900nm.
 

3. RESULTS AND DISCUSSION 
3.1 X-ray Diffraction 
 The XRD spectra of the Fluorine doped ZnO thin films prepared at 250oC from 
the starting solutions, having solvent volumes 10ml, 30ml and 50ml are shown in figure 
3.1. The peaks of XRD patterns of ZnF (0.0001M & 0.0003M) are corresponding to those 
of the ZnO patterns from the JCPDS data file (card no: 36-1451), indicate that the films 
are of polycrystalline nature, with a hexagonal wurtizite structure, which shows a strong 
peak along (002) direction, therefore the crystallites are highly oriented with their c-axes 
perpendicular to the plane of the substrate. This result is in agreement with those reported 
for ZnO thin films prepared by the same and other process [Sato H., 1994, Sundaram 
K.B., 1997]. From the Fig. 3.1, it is seen that the increase in fluorine concentration does 
not affect the preferential growth of the films, and hence the dopant level in the starting 
solution does not affect the lattice parameters of ZnO crystalline structure [Goyal D.J., 
1992]. Even though all the films have a preferential orientation along the (002) plane 
irrespective of the solvent volume and doping concentrations ,  there is only 001 plane for 
the lowest solvent volume 10 ml 0f (0.05M : 0.0001M) is shorter and broader  and for 
0.0003M of F doping concentration of 10ml solution it is amorphous. When the solvent 
volume increases, the intensity and sharpness of the peak are found to increase gradually.  
This increase in the crystalline quality of the film is ascribed to the gradual decrease in 
the fluorine incorporation. [Yakuphanoglu F., 2007] reported similar results for sprayed 
fluorine doped ZnO films. These results agree well with electrical and surface 
morphological studies.  
 One of the interesting point was that the peak position corresponding to the plane 

9 at 
increase of doping concentrations. Lattice constant [c] increased from 5.2035 to 5.294 
and a corresponding decrease of lattice strain, 0.0018 to 0.0014, along c-axis was also 
observed. Taking into consideration the preferential growth shown in Fig.3.1, it can be 
concluded that fluorine incorporation in the ZnO thin films is taking place at oxygen sites 
in the ZnO lattice without effecting the lattice parameters and also, fluorine atoms are 
incorporated at the grain boundaries or at the film surface as its has been observed for 
other dopants [Yakuphanoglu F., 2007]; meanwhile reduction in the crystal grain size 
could be due to the formation of ZnF2 compound. Fluorine has been identified as an 
impurity which improves the electrical properties of ZnO, but a large amount of F affect 
the crystalline structure. 
 
size was estimated for the  various solvent volume  of 10ml, 30ml & 50ml of the solution 
and are about in nm  range are shown in table 3.1 (a&b) and their corresponding lattice 
parameters (a&c) are given in the table 4.16. The micro strain ( ) and the dislocation 
density ( ) of films were also estimated and are shown in the table 3.1 (a&b)& 3.2. 
   
 The texture coefficient (TC) of the doped and undoped ZnO thin film 
corresponding to the preferential oriented plane (002) is calculated. The TC values of the 
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(002) plane and the variation of the TC as a function of F doping concentration in the 
solution volume of 50ml are shown in Figure 3.2. From the figure 3.2, it is seen that the 
TC values of (002) plane are slightly decreases with addition of doping concentration and 
increases with increasing doping concentrations. 
 
 
 
 
 
 
 
  

 
 
 
 
 
 
 
 

Fig 3.1. X-ray diffraction pattern of F doped ZnO (0.0001M & 0.0003M) thin film 
deposited on glass substrate at 250oC 

 
 

 
 

Fig 3.2    Variation in the TC of 002 plane of ZnO:F films 
 
 
 
 
 

Table 3.1(a) Various parameters of F doped ZnO  (0.0001 : 0.05) film with different 
volume.
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ZnO:
F 

0.05: 
0.0001

M

10 ml 1 0 1 0.2 2.4718 82.68 1.46271 

30 ml 0 0 2 0.2 2.6030 82.25 1.47817 
1 0 1 0.51 2.4770 32.42 9.5156 

50 ml 0 0 2 0.4 2.5979 41.13 5.91043 
1 0 1 1 2.4731 16.53 3.6572 

 
  



 
M ARUTH U PAN DI YAR CO LL EG E, T HANJAV UR  NC ID A- 2K 25  

 

NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 289 
 

Table 3.1(b) Various parameters of F doped ZnO  (0.0003 : 0.05) film with different 
volume.

Film 

Volume of 
the 

precursor 
solution 

Plane 
FWH

M 

Interplana
r                       

Distance      
d x 10-10 m 

Grain 
size 

D(nm) 

Dislocation                                                           
density         
 x 1014 

ZnO:
F 

0.05: 
0.000
3M 

30 ml 
0 0 2 0.2 2.6066 82.23 1.4785 

1 0 1 0.5 2.4797 33.06 9.1482 

50 ml 
0 0 2 0.32 2.6059 51.40 3.7841 

1 0 1 0.52 2.47703 31.79 9.8924 

 
Table 3.2   Parameters a , c & strain  of F doped ZnO  film  of different 

concentration with different volume. 

Temp. Film 

Volume of 
the 

precursor 
solution

 0 0 2   Plane 
Parameters Strain  

 a c 

 
 
250oC 

ZnO:F 
0.05: 

0.0001 M 

30 ml 3.0096 5.2123 0.0009135 

50 ml 3.0045 5.2035 0.0018232 

ZnO:F 
0.05: 

0.0003M 

30 ml 3.0147 5.2211 0.0009914 

50 ml 3.0137 5.2194 0.0014636 

 
 
 
 
 
3.2. Optical Characteristics 
 The optical transmission  and absorption spectra of doped zinc oxide films 
prepared at  a substrate temperature of 2500 ± 100C for different F doping concentrations 
(ZnO : F  ::  0.05 : 0.0001M & 0.05 : 0.0003M) are present in Figure 3.3 & 3.6.  
 Transmission and absorbance spectra of F doped ZnO thin films show very low 
absorbance and high transmittance with increasing doping concentration in the visible 
region. Transmittance of the film slightly decreases with increase of the volume of the 
solution at both concentrations. From the spectra we absorbed that the film exhibit a 
transparence in the range of about 70% to 90% in the visible region.  
 The optical transmittance at the wavelength of 350 nm ranges from 75-90%. 
clearly shows that the transmittance (%) at the visible region  wavelength  decreases with 
the increase of the volume of the solvent solution.
 In transparent metal oxides, metal to oxygen ratio decides the percentage of 
optical transmittance and a metal rich film usually exhibits less transparency [Shinde 
S.S., 2008]. In the present work, When the concentration is high (solvent volume is 50 
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ml), more Zn species impinge on the hot substrate in each spray of solution, with lack of 
oxygen atoms in the vicinity of the growth centres to form a stoichiometric ZnO matrix. 
Due to this reason, we can expect the formation of a metal rich film. Hence, the optical 
transmittance is low (70%) in this case compared to other films, Another important result 
which is worth mentioning here is that, the transmittance in the near infrared (IR) region 
is very low for the highest solvent volume. This may be attributed to the higher IR 
reflectivity of the film. Generally, the IR reflectivity R is greater, when the sheet 
resistance is lesser [Ravichandran K., 2009]. 
 All the films have sharp absorption edges indicating the good crystallinity of the 
films [Ravichandran K., 2009]. Even though all the films have good band edge sharpness, 
there is a slight difference in the degree of sharpness as seen in figure 3.3&3.6  which 
shows the expanded band edge portions of the transmission spectra. 
 The optical constant such as refractive index(n) and extinction coefficient(k) were 
determined from the transmittance spectrum . It is one of the parameter important for 
optical materials and applications.  The variations of refractive index (n) and extinction 
coefficient (k) with wavelength in the region of 300nm  700nm are shown in 
fig.3.4&3.7. From the fig.3.4&3.7 these films show that the refractive index values in the 
visible region are varies from 3.0 to 1.2 of F doped ZnO for various volume with 
different concentrations. This variation in the refractive index is a result of F content. 
Here the extinction coefficient value decreases upto certain values of wavelength and 
then slightly increased [Seval Aksoy, 2010].

The absorption coefficients alpha of ZnO thin films was determined from the 
measurements of transmittance [Nehru L.C., 2012, Benramdane N., 1997, Ardyanian M., 
2012]. If th
determined from relation (1).  

----------------------------(1)
The energy gap was determined by using the absorption coefficient values.  

Fig.3.5 & 3.8 shows the 2

coefficients and hv is the incident photon energy [Panda. S. K., 2012]. By assuming a 
direct transmission between valence band and conduction band the energy gap was 
estimated using the relation (2). 

- Eg) 1/2  = ------------------(2) 
The energy gap Eg value is found to be decreased gradually with the increase of 

the volume of the solution for 0.0001M where as for 0.0003M there is no such variation 
in Eg and it is little bit high as seen in figures 3.5&3.8. This shift in Eg towards lower 
energy is associated with th Muruganantham G., 2011]. 
The MB effect is related to the lifting of the Fermi level into the conduction band of 
degenerate semiconductors which leads to the band energy gap broadening (blue shift). 
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Fig. 3.3 Transmission and absorption spectra of F-doped ZnO (0.05: 0.0001M) thin 
films.

Fig. 3.4 Extinctioncoefficients and Refractive index of F-doped ZnO (0.05:0.0001M) 
thin films

Fig. 3.5 Band gap of F-doped ZnO (0.05 : 0.0001M) thin films
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Fig.3.6 Transmission and absorption spectra of F-doped ZnO (0.05 : 0.0003M) thin
films

Fig.3.7 Extinction coefficients and Refractive index of  F-doped ZnO (0.05 : 
0.0003M) thin films.

Fig.3.8 Band gap  of  F-doped ZnO (0.05 : 0.0003M) thin films.

        3.3. Photoluminescence 
Figure 3.9 illustrates the photoluminescence spectra of the undoped and fluorine 

doped ZnO thin films deposited at different concentrations for various volume of 
solutions and recorded at room temperature under the excitation wavelength of 325nm. 
The PL spectra for the spray pyrolysis derived ZnO:F  thin films which are deposited at 
different conditions contained various emission peaks, which change their intensity and  
shift in positions with the preparation conditions. The peaks in all the film are identical 
by varying intensity. A sharp peaks near UV emission around (360 - 370nm) with slight 



 
M ARUTH U PAN DI YAR CO LL EG E, T HANJAV UR  NC ID A- 2K 25  

 

NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 293 
 

shifting and at 380nm , blue band (490 nm) and at blue - green emission (520nm) were 
observed, and no green emission was detected, showing the stoichiometrical nature of 
obtained ZnO films. It is generally accepted that the near UV emission of ZnO film is 
closely related to the exciton transition from the localized level below the conduction 
band to the valence band [Zu P., 1997, Cho S., 1999]. The formation of this localized 
level is related to the breaking of lattice periodicity, which often originated from the free 
impurity atoms, various defects, surface and interface.  

 
 
 
 
 
 
 
 
 
 

Fig 3.9 Room temperature photoluminescence spectra of F doped ZnO thin film 
          
3.4. Scanning Electron Microscope    

 Fig.3.10.&3.11shows the Surface morphology studies of the fluorine doped ZnO 
thin films. The micrograph of the films prepared from the starting solutions having 
solvent volume 10ml, 30ml and 50ml of doping concentration of 0.0001M & 0.0003M 
have been carried out from the scanning electron microscope (SEM). The film deposited 
at a temperature of  250oC and for low volume solution have spherical grains along with 
spongy clusters in both doping concentration where as for high volume of solution (50ml)  
the  spongy cluster vanished and some spherical grains  of average size of about 100nm 
can be seen. 
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Figure 3.10 SEM images of F doped ZnO films (0.0001M). 
 
 
 
 

 
            10 ml      

 
 
 
 
10 ml                                         30 ml    50 ml 

Figure 3.11 SEM images of F doped ZnO films (0.0003M). 
 

CONCLUSION  
 Highly transparent and conductive fluorine doped zinc oxide films were 
fabricated using a spray pyrolysis technique. The effect of solvent volume on the physical 
properties of fluorine doped ZnO films was studied. From the structural studies, it is 
observed that all the films were grown al
the substrate irrespective of the solvent volume. The electrical resistivity was found to be 
increases as the solvent volume increases. The optical band gap was maximum (3.3eV) 
for 0.0001M concentrations for the film corresponding to the lowest solvent volume. The 
optical transmittance at the wavelength of 350nm ranges from 75-90% clearly shows that 
the transmittance (%) at the visible region  wavelength  decreases with the increase of the 
volume of the solvent solution,  generally the films prepared from starting solution with 
the lowest solvent volume were found to have good optoelectronic properties suitable for 
low cost thin film solar cell applications. 
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Abstract 

A great deal of research efforts was directed towards investigation of the physical 
properties of thin film to improve the quality and performance of the device and for 
finding new applications. In this study, undoped cadmium oxide (CdO) and Stannic 
chlorideadded cadmium oxide (CdO:Sn) films were deposited onto glass substrates by 
home built spray pyrolysis technique at 250ºC temperature.  The structure of theundoped 
and Tin doped films were studied by X-ray diffraction have polycrystalline structure with 
(111)and (200) preferential orientations. X-ray peak line was studied to estimate grain 
size, strain and other orientations. The transmittance in visible and NIR region with direct 
optical band gap were estimated for undopedCdO and Tin doped CdO.  The results were 
analyzed for three different volume of precursor solution and three different 
concentrations of Tin doped CdO films and are reported.  

1. Introduction 
The transparent conducting oxide thin films such as zinc Oxide (ZnO), Indium tin 

oxide (ITO), tin oxide (SnO2) and cadmium oxide (CdO)are extensively used in 
semiconductor optoelectronic applications [1-3]. CdO is an n-type semiconductor with a 
rock-salt crystal structure (FCC) and posses direct band gap between (2.3 and 2.5) eV [4]. 
Its high electrical conductivity (even without doping) and high optical transmittance in 
the visible region of solar spectrum[5] which has found extensive applications in solar 
cells[6], low emissive window optical communications, flat panel display, photo 
transistors, photo diodes, transparent electrodes and gas sensors [7-11]. In this work, our 
aim is to carry out experimental studies of structural and optical properties of the film of 
tin doped cadmium oxide deposited by chemical spray deposition technique. It also 
includesthe enhancement of the optical properties of the TCO materials used in solar 
cells, thereby to improve the overall performance of the TCO materials. 
 

2. Materials and Methods 
Tin doped cadmium oxide thin film were deposited on the glass substrate from 

aqueous solution of cadmium acetate  with a concentration of 0.05Mdissolved in 25ml of 
double distilled water. For doping with tin different concentration 0.1×10-3M, 0.2×10-3M 
and 0.3×10-3M of stannic chloride was dissolved in distilled water of 25 ml and both are 
mixed and stirred 20 minutes at room temperature to forma 50ml precursor solution. Prior 
to spraying the precursor solution on to glass substrates, they were cleaned by soap 
solution and acetone and dried. The precursor solution is deposited by chemical spray 
pyrolysis method onto the preheated glass substrates kept at temperature 250ºC. In order 
maintain a constant temperature of 250ºC during spray deposition process the hot plate of 
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electric furnace is controlled by temperature thermo controller in the tightly closed room.  
The double wall glass nozzle designed for this purpose placedat a distance to substrate 
was approximately 30cm and nozzle is kept at an angle of 45ºand the successive spray 
time was 5seconds for spraying and 15 seconds left for avoiding excessive cooling of 
substrate and maintain to constant temperature on surface of the substrate.  The films 
were prepared with 50 ml of solution which was sprayed by successive spray method for 
30-35 minutes at constant flow rate 3 ml/min.via compressed carrier gas. Compressed 
carrier gas which is kept at a pressure of 2 kgcm-2of gas released fromair compressor 
through air filter and regulator to get a fine mist of spray. The Sn doped CdOthin films 
were prepared with different concentration with various volume of the precursor solution 
which is shown in table 1. 

 
Table 1. Prepared CdO:Snthin films in three different Concentrations and three 
different volumes. 

Material 
Cadmium acetate in 
ml 

Stannic chloride in ml 
Volume of solution in 
ml 

CdO 50 (0.05M) Nil 10,30,50 
CdO : Sn 25 (0.05M) 25 (0.1×10-3M) 10,30,50 
CdO : Sn 25 (0.05M) 25 (0.2×10-3M) 10,30,50 
CdO : Sn 25 (0.05M) 25 (0.3×10-3M) 10,30,50 
 
 
The structural, optical, and morphological studies were investigated using X-ray 
diffractometer, optical spectrometer, and scanning electron microscope (SEM) and 
reported. 

3. Results and discussion  
The structural analysis was carried out by recording X-ray diffraction (XRD) 

spectrum using X-  range from 
10 to 90 with step size of 0.02  using Cu-k radiation ( =1.54056Å ).  The X-ray 
diffraction patterns of undoped and Sn (0.1×10-3, 0.2×10-3 and 0.3×10-3 M) doped for 
different volume (10, 30 and 50 ml) of precursor solution deposited films are shown in 
figure 1(a, b &c).  The obtained XRD spectra is compared with JCPDS card [005-0640] 
indicating polycrystalline nature with face centered cubic crystal structure, the planes are 
indexed as (111),(200), (220), (311) and (222) with respect standard card XRD lines 
shows broadened in their shape when compared with standard JCPDS line. When the 
volume of precursor solution increased for the deposition, the intensity of all the peaks 
are increased with particular proportionality and the preferential growth is along (111) 
and (200) planesare observed for undopedCdO films and Tin doped CdO films. The 
preferential orientation is changed from (111) plane to (200) for the lower concentration 
to higher concentrationof tin at the same temperature of the deposited films. The intensity 
of preferential peak of plane (111) slightly  was shifted to (200) plane when Sn doping 
concentration increases, which implies that doping Sn2+ substituting Cd2+ position in CdO 
crystal induced the lattice shrinkage.  Since the covalent radius (1.41Å) of Sn is slightly 
smaller than that (1.48Å) of Cd. 
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Grain size and Strain analysis: Figure 2 shows that the grain size is lesser and higher 
strain for the film deposited at a lower concentration.  X-ray line broadening technique is 
also adopted to determine small crystallite (grain) size of the film by utilizing Scherrer 
formula [12] for preferential plane (111). 

 

breadth of the diffraction line at its full width half maximum intensity 
-

value of about 0.89. The grain size increased rapidly upon increasing the Sn 
concentration as well as volume of precursor solution.  The grain size of the undoped film 
was found to be 43-51nmfor 10-50 ml precursor solution which changed to in the range 
of 38-54 nm for 0.1×10-3- 0.3×10-3 M of Sn and 10-50 ml of precursor solution.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. XRD pattern of various concentration of Sn doped CdO thin films  
 

It is observed from figure 2(a), the grain size found to increases as precursor 
solution concentration increased. This is due to increase in the number of species 
involving in the formation of CdO film. Further a uniform compressive or tensile strain 
(macrostrain) results in peak shift [13] of X-ray diffraction lines. A non-uniform of both 
tensile and compressive strain results in broadening of diffraction lines (microstrain). 
Increase in grain size decreases themicrostrain which indicates peak movement without 
changing the shape of the peak. From the figure 2(a&b), we can conclude that the 
maximum grain size and minimum strain have to be attained at higher volume of 0.2×10-3 
M concentration. 
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Figure 2: Variation of grain size for the preferential peak (111) of different Sn 
concentration

Texture Coefficient
Which means the weakening of preferential plane (111) and strengthening of 

preferential plane (200) film and tendency is shifted from preferential plane (111) to 
(200).  This phenomenon may attribute to the internal stress changes by the doping of Sn 
during the deposition, which can alter the energetic balance between different crystal 
plane orientations and shift to preferred texture. It is found that the maximum texture 
coefficient of the plane (200) is for 50ml volume of 0.3×10-3M concentration. It was also 

peak towards higher Bragg angle from 33.00 for pure CdO to 33.088±0.02º. The slight 
peak shift is resulted, from the created structural strain due to Sn doping, which is of 
order 10-3.

Morphological Studies
Surface Morphology of the films was investigated by using TESCAN Vega 

scanning electron microscope with an accelerating potential of 15 kv.  The film has 
porous with grains composed a smaller crystallites.It shows the CdO:Sn deposited in 
glass substrate was grown as spherical shape grains like morphology.  Each grain can be 
indexed to have cubic crystalline.It consists of closely packed uniform spherical shape 
grains without crack. This indicates the film is well adherent with substrate. From the 
micrographs, a, b and c in figure 15 of 10 ml volume of precursor solution deposited at 
constant temperature 250ºC±5ºC. It can be observed some places the porous surface. 

CdO:Sn       50 

Sn 

(c

Sn 

Sn doped 
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However, when the volume of precursor solution increased to 50ml, the porous structure 
becomes dense and a relatively flat surface with a cluster of particles can be seen for the 
samples a1, b1 and c1 in figure 3.  These are found to be of high quality, good uniformity, 
high transmittance and good Crystallinity.It is an evident from these microphotographs 
that the surface roughness of the film also decreases with increase in the Sn doping level. 
Thus, the grain size and surface roughness of the CdO films could be controlled by Sn 
doping. 
 
Figure 3: SEM images of Sn-CdO thin films deposited with different precursor 
volume and Sn concentration : (a) 10 ml, 0.1×10-3M, (a1) 50 ml, 0.1×10-3M, (b) 10 ml, 
0.2×10-3M, (b1) 50 ml, 0.2×10-3M, (c) 10 ml 0.3×10-3M and (c1) 50 ml, 0.3×10-3M 
 

Figure  3 shows the surface morphologies of Sn doping CdO thin films with Sn 
concentration of 0.1×10-3M, 0.2×10-3M and 0.3×10-3M respectively. The grain size as 
seen from the image is comparable with the XRD studies.It is seen that the grain size of 
pure CdO film is about ~35 nm while the grain size of above said volume concentration 
Sn doped CdO thin films are about ~38 nm, ~38 nm, ~39 nm, ~54 nm, ~44 nm and 
~51nm respectively. The increase of grain size means improved crystallinity and the 
decrease of total grain boundary fraction in the thin films, which can be reduced grain 
boundary scattering and also decreased of electrical resistivity [15].  

 
 
 
 
 
 
 
 
 

CdOundoped
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CdOSn doped 

Atomic force microscopy images show that the CdO film consists of closely 
packed uniform spherical shaped grains without cracks. This indicates that the film is 
well adherent with substrate. The average roughness of the CdO film was found to be 
equal to 6.43nm. The surface morphology and the roughness of samples are sketched in 
Figure 5.3.12(a). Surface of selected CdO sample is homogenous and exhibit little voids 
in 2D image. Moreover, the pure CdO surface shows grains like mounts with no well 
defined boundaries and the average maximum height is 07.05nm. The nano-mounts are 
agglomerated with different roughness; more atoms during the growth process lightly 
brighter than the dark ones which might demonstrate voids. Similar trends were reported 
in literature [Kumaravel R., 2010, Carballeda-Galicia D.M., 2000].  
Optical characterization 

In order to study optical properties, it has to be determined the absorbance, 
transmittance, refractive index and optical band gap of the thin film. Optical transmission 
and absorption spectra were recorded in the wavelength region 200-1200 nm. CdO:Sn 
thin films are light-yellow but highly transparent. The color of the film increased with the 
increase of volume of precursor solution and becomes lighter with the increase of Sn 
concentration. Figure shows optical absorbance and transmittance of CdO:Sn film 
prepared at optimized condition. It shows smooth increase in transmission from 550nm to 
900nm.  Figure reveals high transparency in visible and NIR regions is in good 
agreement with the reported results for CdO thin film [14]. This smooth increase is due to 
crystalline nature of prepared film.  The maximum transmission found to be 88% at 900 
nm. The optical transmittance and absorption edge of the spectra for the CdO-Sn thin 
films varied with different volume of spray solution and Sn concentration.  
 
 
 
 
 
 
 
 
 
 
 
Figure 4 (a-c): Optical absorbance and transmission of 0.5 M cadmium acetate with 
various concentration of stannic chloride for various volume of precursor solution. 
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With increasing Tin content in CdO films, optical absorption loss in the visible range 
decreased and transmittance increased in the films. The absorption coefficient  is 
calculated from Lamberts law 

 
Where A is optical absorbance and t is the thickness of the film obtained by Mitutoyo-
profilometer. The transmittance curve recognized the smooth increased in the visible 
region and attained maximum transparency of above 85% in the NIR region reflecting 
nature of the film.Transmittance of the film decreased as the spray volume increased 
from 10 ml to 50 ml with increasing Sn doping (0.1×10-3 - 0.3×10-3M) concentration. 
Transmittance decreased at high doping level and this may be due to the increase in 
scattering of photon by crystal defects created by doping or probably due to the increase 

transmission [17,18]. If the sample is metal rich, it will have low transmission. In the near 
mirror. It is interesting that with an increase of Sn 

doping concentration, the absorption edge of CdO:Sn thin films are blue-shifted about 
300-500 nm, here it is quite clear that as doping concentration increased, the (Cd+Sn)/O 
ratio is also increased, and compared with XRD and morphological studies at the higher 
concentration the grain size and surface roughness increased, which leads to the reduction 
in optical transmission. Figure 4(a-c) shows that all the films have transmission above 
75% in the visible and NIR region. But from our results on the table 2, we can conclude 
that the concentration level of (0.2×10-3M)Sn in CdO is enhancing transmittance in the 
visible region.In the case of a transparent conducting oxide film, optical transmission has 
to be as large as possible for the application in the optoelectronic devices.  
Table 2: Comparison of the transmittance CdO and Sn-CdO of various volumes and 
concentrations at various wavelengths. 
 CdO CdO:Sn 
 0.05M 0.05:0.1×10-3M 0.05:0.2×10-3M 0.05:0.3×10-3M 

 10 ml 30 ml 50 ml 10 ml 30 ml 50 ml 10 ml 30 ml 50 ml 10 ml 30 ml 50 ml 
300 28.92 5.52 3.67 9.63 37.12 8.76 41.16 13.35 12.30 25.87 6.41 2.58 
500 62.65 45.09 37.10 42.75 65.80 43.14 63.32 49.33 40.49 58.14 31.63 20.91 
900 90.50 88.78 87.95 85.73 87.67 87.76 88.48 83.90 83.91 86.35 82.04 78.58 
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Figure 5: UV-VIS spectra of transmission and bandgap plots of CdO:Sn thin films 
for various concentration 
 
From plot between ( h )2 and h is linear over a wide range of photon energies, 
indicating direct band to band transition as shown in figure 5(a-c). Small variation of 
band gap was observed after the doping of tin and no variation of band gap for changes of 
volume of deposited precursor solution. where h  he 
absorption coefficient expressed as:  

 

CdO film is in agreement with the band gap energy of CdO [19].  The blue shift of the 
absorption edge of CdO:Sn thin films can be obtained to the increase in Sn concentration, 
a phenomenon known as the Bursteine Moss (BM) effect [20,21]. When the doping 
concentration will be increased, it can be blocked the lowest states in the conduction 
band, which may be lift the Fermi level up to the conduction band of the semiconductor 
and can be lead to the energy band broadening. Thus, widen bandgap has remarkable 
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practical significance. Such as TCO films used in solar cell applications that are always 
required higher bandgap.  In the present study, bandgap can be obviously increased from 
2.5eV for CdO film to the higher level 2.65 eVsignificantly for CdO:Sn thin films.   
 
 
Figure 6The variation of refractive index (a,b,c) for various precursor volume 
respectively and (d) for various Sn concentrations with wavelength. 

 
The refractive index is one of the important parameter for optical materials and 

applications. The reflection and absorption effects due to the substrate were removed 
from the measured data from knowledge of the refractive index and thickness of the 
substrate and the thin TCO films. Thus, it is used to determine optical constants of the 
films, and the refractive index of the films was determined from the following relation 
[22] 

 

wherek values dependence on 
wavelength is shown in Figure 6, respectively. As seen in Figure 5, these films show that 
the variation of the Sn doped and undoped refractive index values are slightly and 
smoothly degrading above the wavelength 800 nm and are reported in the table 3. The 
wavelength between 900-800 nm, which is commonly used for optical fiber 
communication, approximately 80 to 85% of the light was transmitted through the ITO 
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films. At short wavelengths, between 550-300 nm, strong absorption occurs in the films 
due to electronic band transitions, because the intrinsic energy bandgap (Eg0) of ITO is 
approximately 3.45 [23] and 3.65 eV [24,25], respectively. Here, it can be concluded that 
refractive indexof undopedCdO is1.2509 and increasedsignificantly for higher 
concentration on Sn in CdO thin films.   
Table 3: Refractive Index of CdO and Various concentration of Sn doped CdO 

 Undoped 0.1×10-3M 0.2×10-3M 0.3×10-3M 
918 1.2509 1.2598 1.3547 1.4547 
550 2.3260 2.1306 2.3044 3.5232 
300 41.9909 21.3066 15.5506 51.6772 
 
Photoluminescence measurement 

Photoluminescence (PL) spectrum of CdO and CdO:Snnano films that deposited 
on glass substrate were plotted using Cary Eclipe EL08083851 spectrofluorometer in the 
emission scanning mode covering the 415nm  750nm wavelength range. The room 
temperature photoluminescence spectrum of CdO and CdO:Sn films deposited on glass 
substrate excited by 395nm line. The spectrum data were recorded in the range of 
416.92nm  748.88nm as shown in the figure 5.3.17. All the undoped and doped films 
show five emission peaks centered at 458.93, 484.92, 527.91, 539.85 and 712.95nm. 
Among all the emission peaks only three peaks can be remarkably distinguished in the 
spectra. The PL measurement shows that the pure CdO thin film has low luminance 
behavior, but interacts with other materials to realize its applications in luminescent 
devices. As the doping concentration increases, the intensity of peak emission also 
increases. As a result, the number of defect sites decreased with increasing concentration 
which is approved by the PL signals [BunyaminSahin, 2013].  Here it is also seen that the 
intensity of all emissions increased considerably the doping of tin as shown in the figure 
5.3.17 
 
 



 
M ARUTH U PAN DI YAR CO LL EG E, T HANJAV UR  NC ID A- 2K 25  

 

NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 306 
 

Figure 5.3.17 The photoluminescence spectrum for CdO and different Sn doping 
concentration 
 
Electrical Properties 

It is observed that the adding of tin level changes resistivity. When the doping 
concentration is increased, the resistivity of the films is changed depending upon the 
temperature. The increase of doping concentration can be decreased by the resistivity of 
the film at room temperature. The increase in carrier concentration may originate from 
the replacement of cd2+ ions by Sn4+ ions in CdO lattice and each substitution can liberate 

two free electrons in the conduction band, 

which can enhance the carrier concentration significantly [Zheng B.J., 2011]. As a result, 
the resistivity linearly decreases. 
CONCLUSIONS 
 

Sn doped CdO films were coated on glass substrates at 250ºC by spray pyrolysis 
technique. X-ray diffraction, SEM, Transmission spectra and bandgapwereinvestigated. 
XRD pattern confirms CdO phase with preferential orientation along(111) and slightly 
shifted to (200) for higher concentration of Sn. The grain size increased rapidly upon 
increasing the Sn concentration.  The grain size of the undoped film was found to be 
43nm which was increased and attained maximum size 54 nm at0.2×10-3M of Sn. Surface 
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morphology studies shows that the CdO:Sn deposited  glass substrate was grown as 
spherical shape grains and have good adherent. Films have good transmission in upper 
visible region and NIR region. The transmission of the film is more than 78% and the 
presence of Sn increases the refractive index of the film.  The graph is extrapolated to 
give band gap (Eg) value is found to be 2.5 2.6 eV.Finally, it has been concluded that 
Sn doped CdO films have improved properties and are good candidates for photovoltaic 
application. 
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Development of cerium oxide nanoparticles doped with cobalt ions by 
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morphological, and photo catalytic properties 
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Abstract: 

The synthesized cerium oxide (CeO2) nanoparticles doped with cobalt ions using 
a hydrothermal technique. The doped concentred varies with dopant weight percentage. 
The particle exhibited a preferred crystal structure with orientations along the (111) 
planes, and their crystallite sizes ranged from 12 to 8 nm. These studies confirmed that 
the films were polycrystalline, meaning they were made up of many small 
crystals.Further analysis revealed that the films were p-type semiconductors. 
Interestingly, increasing the cobalt concentration7,12 and 17 wt.%, significantly the band 
gap decreased with increasing concentration. These findings suggest that Co:CeO2, with 
their tuneable properties of photocatalytic performance for the breakdown of methylene 
blue dye when exposed to visible light. 
Key Words :, Cobalt dopedCeO2, Photocatalytic, hydrothermal technique, 
 
1.1 Introduction: 

The discharge of industrial dye-containing waste water has significantly harmed the 
environment in recent years. There are several solutions available to overcome this 
problem in the present trend. However, these approaches result in the generation of 
secondary pollutants. One alternate method is semiconductor photocatalytic oxidation, 
which can be used to mineralize organic colors without emitting any secondary 
pollutants. Ceria (CeO2) nanoparticles have numerous scientific, technological, and 
medicinal applications. CeO2 NP is the most responsive rare earth oxide with a face-
centered cubic (FCC) crystal structure. The high energy gap (Eg ~ 3.19 eV) has made it a 
popular choice for energy and environmental applications, medicine, and photocatalytic 
devices [1,2,3,4]. Several approaches have been used to create nanostructured ceria with 
surfactants and transition metal elements as dopants [5, 6]. Metal ions doped with CeO2 
materials have intriguing features that can be employed in the construction of 
photovoltaic devices, magnetic storage, and photocatalytic activity. The primary goal of 
this research is to increase the photo-degradation of MB dye by doping CeO2 with cobalt 
ions at three different concentrations: 7%, 12%, and 17 wt.%(CC1, CC2, and CC3). The 
effect of cobalt ions in cerium oxide on the photocatalytic activity of MB dyes, as well as 
its biological interactions with certain disease-causing pathogens, has been thoroughly 
investigated. 
2. Experimentalprocedures 

2.1 MaterialsUsed: 
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Cerium(III) nitrate hexahydrate (Ce(NO3)3 2O), Spectrochem, 99% purity) as a 
metal salt precursor, sodium hydroxide (NaOH, Merck, 99.99% purity) was taken for 
metal hydroxide precursor, non-ionic surfactant (Polyethylene glycol (PEG)), Deionized 
(DI) water as a solvent medium, cobalt nitrate hexahydrate (Co(NO3)2.6H2O, Merck, 99% 
purity), which was used as a dopant forthepreparation of  Co  doped CeO2nanoparticles. 

2.2 Synthesisprocedureof pureceriumoxide nanoparticles: 
In a typical hydrothermal synthesis [7-12] of Cerium (IV) oxide, 0.1M Cerium tri 

nitrate hexa-hydrate (Ce(NO3)3.6H2O)  in 120ml of deionized water was dissolved 
solution. The pH of the solution was held about 4, by adding drop wise diluted sulfuric 
acid in the 1:4 ratios. The final solution was moved to a stainless autoclave lined with 
Teflon and held for 24 hours at 140oC, which was later naturally got down to room 
temperature. The precipitates were washed several times with distilled water and absolute 
alcohol and vacuum treated for 8 hours at 60oC. The samples were further heated up to 
500oC for 1 hour in the air and the CeO2 powder was collected at the end. Cobalt doped 
Cerium oxide powder was prepared by adding separately cobalt nitrate hexa-hydrate 
(Co(NO3)2.6H2O) of 7 wt. % (CC1), 12 wt. % (CC2) and 17 wt. % (CC3) in the above 
precursor solution. 

3. Characterization studies 

3.1 X-RayDiffraction (XRD)analysis onpureandCo:CeO2Nanoparticles: 
Figure 1 shows the powder XRD diffraction patterns obtained for Cerium oxide at 

7%, 12%, and 17% weight per-cent Co dopant (CC1, CC2, and CC3) concentrations. 
Diffracted planes reveal that all diffraction peaks of the as-prepared and cobalt-doped 
CeO2 nanoparticles agreed well with CeO2 PXRD data (JCPDS card No. 34-0394) [13, 
14]. Aside from the foregoing, its high degree of crystallinity was determined by the 
increased intensities and expanded peaks. It also suggests that the CeO2 NPs were in the 
nano-meter range.According to the Scherrer technique, the average crystallite size of 
virgin and Co-doped nanoparticles varies for Cerium oxide and Co dopant 
concentrations. The crystal size of CeO2 was found to be lowered after doping with 
cobalt ions. The lattice parameter of nano cerium oxide is 5.427A°, which is slightly 
higher than the bulk form (5.411A°). The lattice expansion could be attributed to 
increased surface area, which could have increased oxygen vacancies [15]. 

 

 

 

 

 

 
 
Fig.1 PowderXRDpatternsofthepureandvariousconcentrationsCo-doped CeO2 NPs. 
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The decrease in lattice constant with increased Co doping is consistent with the 

effective ionic radii consideration. The smaller Co2+ (ionic radius = 0.745A°) replaces the 
larger Ce4+ (ionic radius = 1.098A°), causing the unit cell volume to shrink as the Co 
concentration increases [19-18]. Table 1.1 shows the crystalline size and lattice parameter 
for all dopants investigated, along with their concentrations.  

 
Table1.1Crystallitesize,latticeparametersofpureandCodopedCeO2 nanoparticles 
at various dopant concentrations 

 

Sl.No. Name of the 
Compound 

Lattice 
Parameter 
(Ao) 

Inter Planar 
Spacing (d) (Ao)  

Average 
Crystallite 
Size     (nm) 

1  CeO2 5.544(9) 3.20156 ~12 

2 CC1 5.533(9) 3.19504 ~ 8 

3 CC2 5.504(9) 3.17829 ~ 6 

4 CC3 5.447(8) 3.14533 ~ 4 

 

3.2 SEManalysis on pureand Co:CeO2NPs:
 

SEM cross-sectional images of Fig.2 (a-d) of pure and CC1, CC2, and CC3 
nanoparticles show that the clustering of spherical shape nanoparticles rises as the 
concentration of cobalt in cerium oxide increases. The sample CC1 obtained structure of 
200nm size. The particle CC2 containing short flake like structure along with some 
spheroidal grains observed blow the flakes. Co doped CeO2 particles clear and different 
morphology in higher concentrations. In less than 10% of Co concentration a very little 
quantity of flakes and spheroidal grains yields, but in increasing the concentration 
extraordinary and clear morphology occurred.  Whereas,  for CC3, rod like 
microstructure were formed, and increasing Co(NO3)2.6H2O concentration in the 
precursor solution transforms surface morphology from spheroidal structure to  sharp 
spherical structure[19] 

 
 
 
 
 
 
 
 

Fig.2 SEMcross sectionalimagesfor(a)pure CeO2 (b)CC1(c)CC2and(d)CC3 NPs 
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The formation of sphericalwith a sequential morphology shows that on increasing the Co 
concentration in regular steps the development on homogeneous morphology and with 
reduced particle size can be obtained.  This reduction in grain size can also be well 
matched (or) corroborates with crystallite size in XRD measurements.  The development 
of uniformly sequenced nanostructures on Co:CeO2can be well explained in prominent 
view 
(a) The development of uniform distribution on Co2+ (or) clusters makes more 
aggregation at the higher temperature annealing process. 
(b)  On enhancing the time period the presence of clusters may well altered the surface 
enlargement that makes more surface energy barrier.  This slightly reflects in optical 
characterization on band gap energy values. 
(c) The presence of higher doping Co2+ may gradually alter the development of 
nucleation and growth towards clusters in ionic development (or) movement. 
(d) The slight variation in lattice values, band gap values, lower angle shift in XRDmay 
be due to the spherical formation. 
3.3 Opticalabsorptionmeasurements on Co: CeO2nanoparticle: 

Optical experiments have been performed on pure and CC1, CC2, and CC3 
nanoparticles, as shown in Fig.3 (a). A spectrum at 321 nm corresponds to CeO2's typical 
absorption. The bands formed by Co: CeO2 charge transfer was found to extend to higher 
wavelengths, indicating that 3d transition metals supply fewer empty orbits than Ce at the 
4f level. As a result, the 2p amount of oxygen requires less energy to move to the 
unoccupied energy state. Finally, it is shown that doping Co ions increased the efficiency 
of absorption in the visible area. The inclusion of Co ions at the Ce site causes a drop in 

max values. As a result, the band gaps of pure and CC1, CC2, and CC3 NPs from 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3(a)UV-Vis-NIRabsorptionspectraofCeO2and(b)usingTaucplotsfor pure and 
Co: CeO2 

 Fig.3 (b) have lowered to 2.78, 2.62, and 2.51 eV, respectively, whereas pure 
CeO2 has a value of 2.82 eV. When Co ions are doped by CeO2 NPs, they are primarily 
responsible for the decrease in band-gap energies [20,21].  
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3.4 Photocatalyticdyedegradation activityofCo: CeO2NPs: 
Methylene blue dye degradation with photocatalyst CeO2 and CC1, CC2, and 

CC3 NPs under visible light has been evaluated, and the resultant optical absorption 
spectra are shown in Fig.4 (a)-(d). The figure shows that the intensity of the methylene 
blue absorption edge at 664nm rapidly diminishes with increasing exposure time (0-6 
hours), and practically disappears after 6 hours of illumination.This implies that the 
methylene blue dye has deteriorated almost completely. Furthermore, the experiment was 
carried out without a photocatalyst to confirm the photocatalytic activity of the 
synthesized photocatalyst. The photocatalytic dye degradation of methylene blue by 
CeO2 NPs and Co doped CeO2 nanoparticle photocatalysts at visible wavelengths could 
be fitted using a pseudo-first-order equation and their kinetics [22,23]. Table 5.3 displays 
the reaction kinetics characteristics for all samples as well as the R2 values.  
The photocatalytic activity of Co-doped CeO2 nanoparticles with MB dye was further 
investigated by plotting (C/Co) with respect to time for methylene blue dye, as shown in 
Fig.4 (e, f).  
 
 
The graphs show that the rate of degradation of MB dye in CC1, CC2, and CC3 NPs is 
96% after 6 hours of illumination, which is significantly greater than CeO2 NPs (58%). 
This improved dye degradation of doped Co/CeO2 photocatalyst could be attributed to 
Co inclusion in the CeO2 matrix. Furthermore, the position of VB (potential) for pure and 
Co doped CeO2 nanoparticles was discovered to be bigger than the H2O reduction 
potential. It suggests that the chemicals listed above could be promising candidates for 
photocatalytic O2 generation [24]. 

 

 
Table FirstorderrateconstantandR2valuesofpureandCodopedCeO2 NPs at various 

concentration 
 
 

 

Sl. 
No. 

Name of the 
photocatalyst 

Slope (k) Standard Error R Value R2 Value 

1 CeO2 0.18844 ±0.00440 0.99864 0.99673 

2 CC1 0.23681 ±0.00517 0.99988 0.99714 

3 CC2 0.31407 ±0.00969 0.99763 0.99432 

4 CC3 0.44264 ±0.01144 0.99833 0.9960 
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Co doping increased the photocatalytic activity of CeO2 NPs, as evidenced by 
optical absorptions that extended into the visible region. Thus, Co doping increased NPs' 
maximal dye degradation efficiency to a considerable level (96%). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 UV-Vis-absorption spectra of aqueous solution of the methylene blue (MB) 
admixtured with photocatalysts as a function of irradiation time (a) pure  
CeO2(b)CC1(c)CC2and(d)CC3(e)PhotodegradationefficiencyofCeO2andCo:CeO2(
f)PlotsofC/Coversus rradiation time in Co dopedCeO2catalyst. 

 
4. Conclusion 

In conclusion, pure and Co-doped CeO2 NPs were successfully produced utilizing 
a simple hydrothermal approach. The structural, optical, and photocatalytic properties of 
the produced nanoparticles were investigated using non-destructive techniques such as 
XRD,  SEMand UV-Visible spectroscopy. The average grain size calculated from XRD 
image analysis is extremely similar. The XRD data analysis established the cubic fluorite 
structure of the samples, and a minor increase in lattice parameters with the reduction in 
crystallite size were also detected during Co doping.The impact of band gap tuning 
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caused by Co incorporation was validated in the UV-visible absorption spectra of CeO2 
NPs containing Co (7, 12 and 17 wt. %). Co-doped CeO2 NPs exhibited a change in 
absorption towards longer wavelengths. Finally, it was demonstrated that Co doped CeO2 
NPs outperformed pure NPs in terms of photocatalytic performance for the breakdown of 
methylene blue dye when exposed to visible light.
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Abstract:
In the title compound, C19H18ClN3O2Se, the heterocyclic ring makes dihedral 

angles of 40.74 (12) and 51.76 (11)° with the chlorophenyl and methylphenyl rings, 
respectively. The molecular structure is stabilized by weak intramolecular C H Se and 
C H O interactions, and the crystal packing is stabilized by weak intermolecular C
H O interactions.
Keywords: Single-crystal X-ray diffraction, 1,2,3-selenadiazole.
INTRODUCTION

1,2,3-Selenadiazole is a heterocyclic compound consisting of a five-membered 
ring containing selenium and two nitrogen atoms at positions 1, 2, and 3[1]. This class of 
compounds has attracted interest due to its unique chemical properties, reactivity, and 
potential applications in pharmaceuticals, materials science, and catalysis [2]. The 
presence of selenium imparts distinctive redox properties, making 1,2,3-selenadiazoles 
valuable in various research fields. These isomers exhibit unique chemical and electronic 
properties, making them useful for various applications. The aromatic nature of the ring 
system contributes to their stability, and the presence of selenium enhances their 
reactivity, particularly in redox reactions [3]. 
Selenadiazole derivatives have promising biological activities, making them valuable in 
drug discovery and therapeutic development [4]. Selenadiazoles exhibit antibacterial and 
antifungal effects.Selenadiazole derivatives have demonstrated cytotoxic effects against 
cancer cells by inducing apoptosis) and inhibiting tumour growth. Antioxidant 
selenadiazole derivatives have been studied for their ability to modulate inflammatory 
pathways [5] and reduce oxidative stress in biological systems. Their electron-rich nature 
and unique redox properties, selenadiazoles are used in the development of advanced 
materials [6]. .Selenadiazole-based materials have been explored in organic electronics, 
organic field-effect transistors and light-emitting diodes. Some derivatives have been 
incorporated into organic solar cells to enhance their efficiency and charge transport 
properties [7].
MATERIALS AND METHODOLOGHY

A solution of 0.005 mole of 2-[(E)-1-(4-chlorophenyl)-4-methyl-3-(4-
methylphenyl)-4-nitropentylidene]-1-hydrazinecarboxamideand0.05moleofpowdered 
selenium dioxide in dry THF was gently heated on a water bath for twohours. The 
selenium deposited on cooling was removed by filtration, and the 
filtratewaspouredintocrushedice,extracted 
withchloroform,andpurifiedbycolumnchromatographyusingsilicagel(60-
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120mesh)with97:3petroleumether:ethylacetate as eluent to give the title compound, 
which were recrystallized from ethylalcohol.

Accurate unit cell parameters and orientation matrix were obtained by a least-
square fit of several high angle reflections in

mode. X-ray data for the title compound were collected at roomtemperature on a 

refinement and data reduction carried out using SAINT (Bruker, 2004). Atotal of 14877 
reflections were collected, resulting in 3884 independent reflections of which 2618 had 

19H18ClN3O2Se respectively. The intensities were corrected for Lorentz and 
polarization effects andalsoabsorptioncorrectionsusingSADABS[9]software. 

The title Compound were solved by 
directmethodprocedureasimplementedinSHELXS97[10]program.Thepositionofallnonh
ydrogenatomswereincludedinthefullmatrixleastsquarerefinementusingSHELXL97 
program. In the initial stage of refinement the thermal parameters wereassigned a 

fixed as 1.0 initially. Then the anisotropic refinement for a few cycles offull matrix least 

fixed at calculated positions and they were allowed to ride on thecorresponding non 
hydrogen atoms. The final R-factor were 0.0441 and the maximum 

andminimumvaluesofresidual electron density were -0.23, 0.54 e.Å-

3forC19H18ClN3O2Serespectively. 

RESULTS AND DISCUSSION 
The chemical diagrams of the compounds studied as shown in Fig 1. The crystal 

data, intensity data collection and refinement details for the compound studied is 
summarized in Table 1 .The corresponding bond lengths and bond angles for the non-
hydrogen atoms are listed in Table2 respectively. The torsion angles for the non-hydrogen 
atoms are listed in Table 3. The inter and intramolecular bonds including the weak 
interactions are listed in Tables 5. Fig 2 shows the ORTEP plot of the molecule drawn at 
30% probability ellipsoid level with atom numbering scheme. Fig 3 show the packing of 

 
In the studied compound,the structure contains heterocyclic ring with Selenium 

and benzene rings to form a selenadiazole system. The methyl phenyl and chlorophyll 
rings are planar. The diazolic nucleus shows well defined planarity and makes dihedral 
angles of 40.74(12)º and 51.76(11)º with the chlorophenyl and methyl phenyl rings 
respectively. The bond angles C1-C2-C3 [125.4(3)º] and C14-C1-C2 [129.1(3)º] are bent 
from the theoretical value of 120º, corresponding to sp2hybridization, to greater values. 
The bond distance of Se1-C2 [1.849(3) Å] is comparable to the literature value of 1.893 
(2) Å [11]. The bond distances of C17-Cl1, N3-O1 and N3-O2 are 1.745(3) Å, 1.213(4) Å 
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and 1.209(4) Å respectively, are in agreement with literature values of 1.734 Å and 1.212 
Å [11]. The sum of bond angles around N3 [359.9 (3)º] deviates slightly from 360º.  

The molecular structure is stabilized by C- -
bond. The O2 atom of the nitro group acts as potent acceptor for C3- 
bond formation in which C3 donates a proton. The Se1 atom of diazolic nucleus acts as 
potent acceptor for C5- -
C12 donates a proton. The crystal packing of SD I is controlled by C-
hydrogen bond.  The C3-H3...O2 interaction generates five-membered ring, with S(5) 
graph-set- motif, C5-H5A...Se1 and C12-H12...Se1 interactions generates an six-
membered ring, with S(6) graph-set-motif. C5-H5A...Se1 and C12-H12...Se1 interactions 
together to form a pair of bifurcated acceptor bonds generating an R1

2 (5) motif. The 
C18-H18...O1 interaction generates a twenty membered ring, with graph-set-motif of 
R2

2(20)[12]. 
 
 
 
 
 
 

 
 
 
 

Fig (1)    Chemical scheme of title compound 
 
Table 1. Crystal data, intensity data collection andrefinement 
ChemicalFormula C19H18ClN3 O2 Se 

Formula Weight 434.77 

CrystalSystem Monoclinic 

Spacegroup P21/n 

a,b, c[Å] 13.346(3)9.636(2)14.887(3) 

alpha,beta,gamma[º] 90 95.668(4)90 

V[Å3] 1905.1(7)

Z 4 

D(calc)[g/cm3] 1.516 

RadiationUsed  

Wavelength 0.71073 
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F(000) 880 

CrystalSize[mm] 0.22x0.25x0.34 

Diffractometer BrukerSMARTAPEXCCD 

Temperature (K) 295(2) 

ThetaMin-Max[º] 2.0,26.4 

Dataset -16:16;-12:11;-17:18 

Reflectioncollected 14877 

Unique 3884 

 2618 

R(int) 0.048 

Refinementmethod Fullmatrix leastsquareonF2 

Parameters 237 

GOFonF2 1.01 

FinalR indices,  wR2 0.0441,0.1023

ExtinctionCorrection None 

Resd.Dens.[e/Å3] -0.23,0.54

alpha,beta,gamma[º] 90 95.668(4)90 

 
Table 2. Bond Lengths (Å) and Bond Angle (°) forC14H13NO3S 

BondLengths 
Se1-N1 1.865(3) C4-C6 1.521(5) 

Se1-C2 1.849(3) C7-C8 1.388(4) 

Cl1-C17 1.745(3) C7-C12 1.384(4) 

O1-N3 1.213(4) C8-C9 1.384(5) 

O2 -N3 1.209(4) C9-C10 1.379(6) 

N1-N2 1.267(4) C10-C11 1.384(5) 

N2-C1 1.389(4) C10-C13 1.507(6) 
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N3-C4 1.542(4) C11-C12 1.379(5) 

C1-C2 1.370(4) C14-C15 1.394(4) 

C1-C14 1.480(4) C14-C19 1.389(4) 

C2-C3 1.517(4) C15-C16 1.380(4) 

C3-C4 1.574(4) C16-C17 1.369(4) 

C3-C7 1.522(4) C17-C18 1.376(5) 

C4-C5 1.506(4) C18-C19 1.379(4) 

 

BondAngles 
 

N1-Se1-C2 87.4(1) C3-C4-C6 110.7(3) 

Se1-N1-N2 110.9(2) C5-C4-C6 111.5(3) 

N1-N2-C1 117.7(3) C3-C7-C8 118.6(2) 

O1-N3-O2 124.0(3) C3-C7-C12 124.1(3) 

O1-N3-C4 118.1(3) C8-C7-C12 117.1(3) 

O2-N3-C4 117.8(3) C11-C10-C13 121.9(4) 

N2-C1-C2 115.3(3) C10-C11-C12 121.5(4) 

N2-C1-C14 115.7(3) C7-C12-C11 121.4(3) 

C2-C1-C14 129.0(3) C1-C14-C15 119.1(3) 

Se1-C2-C1 108.7(2) C1-C14-C19 122.8(3) 

Se1-C2-C3 125.9(2) C15-C14-C19 118.1(3) 

C1-C2-C3 125.4(3) C14-C15-C16 121.0(3) 

C2-C3-C4 112.6(2) C15-C16-C17 119.3(3) 

C2-C3-C7 114.9(2) Cl1-C17-C16 119.7(2) 

C4-C3-C7 112.2(2) Cl1-C17-C18 119.0(2) 

N3-C4-C3 102.5(2) C16-C17-C18 121.3(3) 

N3-C4-C5 107.6(2) C17-C18-C19 119.1(3) 

N3-C4-C6 106.8(3) C14-C19-C18 121.1(3) 
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C3-C4-C5 116.8(2)   

 
 
Table 3. Torsion angle [°] 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

C2-Se1-N1-N2 0.0(2) 
N1-Se1-C2-C1 -0.1(2) 

N1-Se1-C2-C3 -178.4(3) 

Se1-N1-N2-C1 0.1(4) 

N1-N2-C1-C2 -0.2(4) 

N1-N2-C1-C14 177.5(3) 

O1-N3-C4-C3 108.6(3) 

O2-N3-C4-C3 -69.2(3) 

O1-N3-C4-C5 -15.1(4) 

O2-N3-C4-C5 167.1(3) 

O1-N3-C4-C6 -134.9(3) 

O2-N3-C4-C6 47.2(4) 

C2-C1-C14-C15 138.0(3) 

N2-C1-C2-Se1 0.2(3) 

N2-C1-C2-C3 178.5(3) 

C14-C1-C2-Se1 -177.2(2) 

C14-C1-C2-C3 1.1(5) 

N2-C1-C14-C15 -39.4(4) 

N2-C1-C14-C19 139.7(3) 

C2-C1-C14-C19 -42.9(5) 

Se1-C2-C3-C4 57.5(3) 

Se1-C2-C3-C7 -72.7(3) 

C1-C2-C3-C7 109.4(3) 

C1-C2-C3-C4 -120.5(3) 

C2-C3-C4-C6 57.9(3) 

C2-C3-C4-C5 -71.1(3) 

C4-C3-C7-C8 95.7(3) 

C4-C3-C7-C12 -79.0(4) 
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Fig(2).Molecular structure of 4-(4-Chlorophenyl)-5-[2-methyl-1-(4-
methylphenyl)nitropropyl]-1,2,3-selenadiazole. Displacement ellipsoids are drawn at 
the 50% probability level. 
  
 
 
 
 
 
 
 

 
 
 
 
 

Fig3. packingof4-(4-Chlorophenyl)-5-[2-methyl-1-(4-methylphenyl)-2-nitropropyl]-
1,2,3-selenadiazole viewed down  axis. Hydrogen bonds are shown as dashed lines. 
 
Table 3.Hydrogen-Bond Parameters (Å, °) forC14H13NO3S 

D-H...A D-H H...A D...A DHA 

C3-H3...O2 0.98 2.53 2.887(4) 101.6 

C5-H5A...Se1 0.96 2.71 3.387(3) 128.0 

C12-H12...Se1 0.93 2.85 3.546(3) 132.1 

C18-H18...O1i 0.93 2.46 3.392(4) 177.0 

Symmetry Equivalent  Position:(i)1-x, 1-y, 1-z
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CONCLUSION 

The molecule 4-(4-Chlorophenyl)-5-[2-methyl-1-(4-methylphenyl)-2-
nitropropyl]-1,2,3-selenadiazole was prepared as single crystals at room temperature and 
characterized by X-ray crystallography. TheC19 H18 Cl N3 O2 Secrystal structure 
contains the heterocyclic ring with Selenium and benzene rings fused together to form a 
selenadiazole system. The methylphenyl and chlorophenyl rings are planar.The molecular 
structures are stabilized by weak intramolecular C- -
bond and the crystal structures are stabilized by weak intermolecular C- -
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SYNTHESIS AND STRUCTURAL ANALYSIS OF
5-[2-Methyl-1-(4-methylphenyl)-2-nitropropyl]-4-phenyl-1,2,3-

selenadiazole

E.Vanathi1 AND B.Saravanan1

1. PG & Research Department of Physics, Maruthupandiyar College. Thanjavur

Abstract: 
In the title compound, C19H19N3O2Se, the heterocyclic ring makes dihedral angles 

of 40.74 (12) and 70.38 (15)° with the phenyl and methylphenyl rings, respectively. The 
molecular structure is stabilized by weak intramolecular C H Se interactions, and the 
crystal packing is stabilized by weak C H actions.
Keywords: Single-crystal X-ray diffraction, 1,2,3-selenadiazole.

INTRODUCTION
The synthesis of selenium and sulfur containing compounds and the further 

utilization of these compounds in organic synthesis has been steadily increasing recently 
[1]. Particular interest in 1,2,3-selenadiazole and 1,2,3-thiadiazole derivatives stems from 
the fact that they can undergo a wide variety of reactions where they act as 1,3-dipoles or 
as a source of selenium or sulfur and hence they have attracted much attention for the 
synthesis of different organoselenium and organosulfur compounds [2] in both the acyclic 
and cyclic series [3]. In spite of the obvious attraction of Se and S-heterocycles, only a 
few preparative routes have been described. Lalezari et al. [4,5,6] were the first to report 
the synthesis of a 1,2,3-selenadiazole ring by analogy with the 1,2,3-thiadiazole system, 
which had been prepared previously by Hurd and Mori [7]. 
MATERIALS AND METHODOLOGHY

Asolutionof0.005moleof2-[(E)-4-methyl-3-(4-methylphenyl)-4-nitro-1-
phenylpentylidene]-1-hydrazine carboxamide and 0.05 mole of powdered 
seleniumdioxide in dry THF was gently heated on a water bath for two hours. The 
seleniumdeposited on cooling was removed by filtration,and the filtrate was poured 
intocrushed ice, extracted with chloroform,  and purified by column 
chromatographyusing silica gel (60-120 mesh)with 97:3 petroleum ether: ethyl acetate 
as eluent togivethe titlecompound,whichwere recrystallised fromethyl alcohol.

Accurate unit cell parameters and orientation matrix were obtained by a least-square 

can mode. X-ray data for the 
title compound were collected at roomtemperature on a Bruker Kappa diffractometer 

carried out using SAINT [8].. Atotal of 15748 reflections were collected, resulting in 
5-[2-Methyl-1-(4-

methylphenyl)-2-nitropropyl]-4-phenyl- 1,2,3-selenadiazole respectively. The 
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intensities were corrected for Lorentz and polarization effects 
andalsoabsorptioncorrectionsusingSADABS[9]software. 

 ThetitlecompoundweresolvedbydirectmethodprocedureasimplementedinSH
ELXS97[10]program.Thepositionofallnonhydrogenatomswereincludedinthefullmatrixleas
tsquarerefinementusingSHELXL97 program. In the initial stage of refinement the thermal 

followed. The scalefactor was fixed as 1.0 initially. Then the anisotropic refinement for a 
few cycles offull matrix least square was continued. At this stage the positions of all 

on thecorresponding non hydrogen atoms. The final R-factor were 0.0505 and 
themaximumandminimumvaluesofresidual electron density were -0.25,0.53e.Å-
3forC19H19N3O2Serespectively. 

RESULTS AND DISCUSSION 
The chemical diagrams of the compounds studied as shown in Fig 1. The crystal 

data, intensity data collection and refinement details for the compound studied is 
summarized in Table 1 .The corresponding bond lengths and bond angles for the non-
hydrogen atoms are listed in Table2 respectively. The torsion angles for the non-hydrogen 
atoms are listed in Table 3. The inter and intramolecular bonds including the weak 
interactions are listed in Tables 5. Fig 2 shows the ORTEP plot of the molecule drawn at 
30% probability ellipsoid level with atom numbering scheme.  

   In the studied compound,the bond length of Se1-N3 [1.874(3) Å] is 
comparable to the literature valuesof1.807(5)Åand1.814(4)Å[11] 
andtotheliteraturevalueof 1.846 Å and 1.852 Å[12]. The bond angles C14-C13-
C12[128.3(3)º ] and C13-C12-C4 [126.0(3)º] are bent from the theoretical value of 
120º,corresponding to sp2hybridization, to greater values. The bond distance of Se1-
C12[1.852(3) Å] is comparable to the literature value of 1.893 (2) Å (Allen et al., 
1987).The bond distances of N1-O1 and N1-O2 are 1.193(4) Å and 1.207(4) Å 
respectively,are in agreement with literature values of 1.212 Å [13]. The sum 
ofbondanglesaroundN3[358.20(3)º]is deviatesslightlyfrom360º. 

   The molecular packing of SD 2 is stabilized by C-
atom of diazolic nucleus acts as potent acceptor for C3- -
hydrogen bond in which C3 and C10 donates a proton. The crystalpacking of compound 
C19H19N3O2Se is controlled by C-

 

TheC3-H3B...Se1andC10-H10...Se1interactionsgeneratesansix-membered ring, 
with S(6) graph-set-motif. The C3-H3B...Se1 and C10-H10...Se1interactions together to 
form a pair of bifurcated acceptor bonds generating an R1

2 (5)motif[14]. 
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Fig (1)    Chemical scheme of title compound 

 
 
 
Table 1. Crystal data, intensity data collection andrefinement 

ChemicalFormula          C19H19N3O2Se 
Formula Weight 400.34
CrystalSystem Monoclinic

Spacegroup P21/c
a,b, c[Å] 10.184(3)10.592(3) 17.408(4) 

alpha,beta,gamma[º]  90   101.637(4)  90 
V[Å3]  1839.2(9) 
Z  4 

D(calc)[g/cm3]  1.446
RadiationUsed  

Wavelength  0.71073

F(000)  816

CrystalSize[mm]  0.26x0.32x0.38 
Diffractometer BrukerSMARTAPEXCCD 
Temperature (K) 295(2) 

ThetaMin-Max[º] 2.0,28.1

Dataset -13:13;-14:13;-21:22 

Reflectioncollected 15748

Unique 4343

 2586

R(int) 0.047 
 
Refinementmethod 

FullmatrixleastsquareonF2 

Parameters 229 
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GOFonF2 0.99

FinalR indices,  wR2 0.0505,0.1188 

ExtinctionCorrection None

Resd.Dens.[e/Å3] -0.25,0.53

 
Table 2. Bond Lengths (Å) and Bond Angle (°) forC14H13NO3S 
 

BondLengths 
 
Se1-N3 1.874(3) C6-C7 1.375(4)

Se1-C12 1.852(3) C7-C8 1.387(4)

O1-N1 1.193(5) C8-C9 1.371(5)

O2-N1 1.206(5) C8-C11 1.497(5)

N1-C1 1.539(6) C9-C10 1.385(6)

N2-N3 1.256(4) C12-C13 1.366(4)

N2-C13 1.389(4) C13-C14 1.482(4)

C1-C2 1.539(5) C14-C15 1.388(5)

C1-C3 1.509(6) C14-C19 1.378(5)

C1-C4 1.553(5) C15-C16 1.372(5)

C4-C5 1.528(4) C16-C17 1.367(5)

C4-C12 1.519(4) C17-C18 1.365(6)

C5-C6 1.384(4) C18-C19 1.383(5)

C5-C10 1.385(5)   

 

BondAngles 
 
  
N3-Se1-C12 87.7(1)  
N2-C13-C12 116.0(3) C2-C1-C4 110.3(3) 
O1-N1-O2 123.5(4) C14-C19-C18 120.6(4) 
N2-C13-C14 115.6(3) C3-C1-C4 115.6(3) 
O1-N1-C1 117.8(3) C1-C4-C5 110.9(3) 
C12-C13-C14 128.3(3) C1-C4-C12 115.6(3) 
O2-N1-C1 118.7(4) C5-C4-C12 113.0(2) 
C13-C14-C15 119.4(3) C4-C5-C6 120.1(3) 
N3-N2-C13 118.0(3) C4-C5-C10 122.9(3) 
C13-C14-C19 122.4(3) C6-C5-C10 117.0(3) 
Se1-N3-N2 110.4(2) C5-C6-C7 121.7(3) 
C15-C14-C19 118.2(3) C6-C7-C8 121.4(3) 
N1-C1-C2 103.9(3) C7-C8-C9 117.0(3) 
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C14-C15-C16 120.9(3) C7-C8-C11 121.9(3) 
N1-C1-C3 109.6(3) C9-C8-C11 121.1(3) 
C15-C16-C17 120.1(4) C8-C9-C10 122.0(3) 
N1-C1-C4 106.2(3) C5-C10-C9 120.9(3) 
C16-C17-C18 120.0(3) Se1-C12-C4 126.1(2) 
C2-C1-C3 110.5(3) Se1-C12-C13 107.8(2) 
C17-C18-C19 120.2(3) C4-C12-C13 126.0(3) 

 

Table 3. Torsion angle [°] 

 

C12-Se1-N3-N2 -0.6(3) 

N3-Se1-C12-C4 179.3(3) 

N3-Se1-C12-C13 0.5(2) 

O1-N1-C1-C3 -172.3(3) 

O1-N1-C1-C2 69.6(4) 

O2-N1-C1-C2 -109.1(4) 

O2-N1-C1-C4 134.6(3) 

O2-N1-C1-C3 9.1(5) 

O1-N1-C1-C4 -46.8(4) 

C13-N2-N3-Se1 0.6(4) 

N3-N2-C13-C14 -177.6(3) 

N3-N2-C13-C12 -0.1(5) 

N1-C1-C4-C12 -49.8(4) 

C2-C1-C4-C5 67.9(4) 

C3-C1-C4-C5 -58.4(4) 

C3-C1-C4-C12 71.9(4) 

C2-C1-C4-C12 -161.8(3) 

N1-C1-C4-C5 179.9(3) 

C12-C4-C5-C6 137.4(3) 

C12-C4-C5-C10 -42.6(4) 
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C1-C4-C12-Se1 -42.4(4) 

C1-C4-C12-C13 136.2(3) 

C5-C4-C12-Se1 86.9(3) 

C1-C4-C5-C6 -90.9(3) 

C1-C4-C5-C10 89.1(4) 

C5-C4-C12-C13 -94.5(4) 

C4-C5-C10-C9 -178.6(3) 

C6-C5-C10-C9 1.4(5) 

 
 
 

 

 

 

 

 

 

 
 

Fig(2).Molecular structure of 4-(4-Chlorophenyl)-5-[2-methyl-1-(4-
methylphenyl)nitropropyl]-1,2,3-selenadiazole. Displacement ellipsoids are drawn at 

the 50% probability level. 
  
Table 3.Hydrogen-Bond Parameters (Å, °) forC14H13NO3S 
 

D-H...A D-H H...A D...A DHA 

C3-H3B...Se1 0.9600 2.6300 3.370(5) 134.0 
C10-H10...Se1 0.9300 2.9600 3.659(4) 133.0 

C16- i 0.9300 2.8800 3.712(4) 150.0 

Cg1- Centre of gravity of the heterocyclic ring N2/N3/Se1/C12/C13 Symmetry Equivalent Position: 
(i) -x+2, y-1/2, -z+1/2 
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CONCLUSION 
The molecule 5-[2-Methyl-1-(4-methylphenyl)-2-nitropropyl]-4-phenyl- 1,2,3-

selenadiazolewas prepared as single crystals at room temperature and characterized by X-
ray crystallography. TheC19 H18 Cl N3 O2 Secrystal structure contains the heterocyclic 
ring with Selenium and benzene rings fused together to form a selenadiazole system. The 
methylphenyl and chlorophenyl rings are planar.The molecular structures are stabilized 
by weak intramolecular C- -
structures are stabilized by weak intermolecular C- -
bond. 
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Examining the role of volume of solvent in Copper Aluminum 
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Abstract 

The synthesized copper aluminum oxide (CuAlO2) thin films using a spray 
pyrolysis technique. They varied the amount of solvent used while keeping the ratio of 
copper to aluminum constant. The films exhibited a preferred crystal structure with 
orientations along the (100) and (102) planes, and their crystallite sizes ranged from 21.6 
to 28.4 nm. These studies confirmed that the films were polycrystalline, meaning they 
were made up of many small crystals.Further analysis revealed that the films were p-type 
semiconductors. Interestingly, increasing the solvent volume from 10 to 40 ml, 
significantly improved the electrical conductivity of the films, decreasing their resistivity 
from 1.12 x 10-6 to 6.2 x 10-8 V cm. Additionally, the band gap of the films increased with 
increasing solvent volume. These findings suggest that CuAlO2 thin films, with their 
tunable properties, hold promise for use as the active layer in solar cells. 

Keywords:CuAlO2;Solventvolume;Bandgap;Mobility 

1. Introduction 
In recent years, scientific groups have focused heavily on tailoring the 

characteristics of copper oxides [1]. Copper oxidation is relatively simple and has 
potential applications in solar cells, catalysts, optoelectronics, and chemical sensors. 
Kawazoe et al. reported that chemical manipulation of the valence band sheds light on the 
p type conductivity of CuAlO2 (CAO) [2]. Furthermore, the excellent transparency in the 
visible area and other features of CuXO2 (X = In, Cr, Ga) indicate that it is appropriate 
for use in solar cells [3-7]. CuXO2 ternary compounds outperform Cu2O in terms of 
properties. The direct optical band gap of CuAlO2 films is reported at 3.75 eV [8]. The 
high surface/volume ratio of nano-structured CuAlO2 can be exploited to adjust its 
electrical, optical, and chemical properties, which are determined by its size and 
morphology [9,10]. CuAlO2 is a chemical whose delafossite structure is a p-type 
transparent conducting oxide with high conductivity and transparency [11]. Delafossite 
compounds (ABO2) have direct uses in solar cells or touch panels [12], luminescence 
[13], ozone sensing [14], field emission [15], and catalysis [16]. CAO thin films can be 
generated using a variety of techniques, including plasma accelerated chemical vapour 
deposition [17], sputtering [18], dip coating [19], and spray pyrolysis [8,20]. The effect of 
solvent volume on CAO film yields better electrical and optical characteristics [21,22]. 
There are previously literature publications on CAO thin films, and the properties that are 
affected by equal Cu and Al concentrations or high Al concentrations on CAO are 
discussed. However, in this study, CAO films with a high Cu content are investigated, 
which may be useful for solar cell active layers.
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2.Experimental 

2.1 Preparationofthinfilm 

The CAO thin films are synthesized by dissolving (CuCl2.2H2O) and (AlCl3) 
in doubly deionized water with [Cu]/[Al] molar ratio of 10:1. Four different 
volumes(10,20,30and40mL)ofprecursorsolutions 
areprepared,andtheyaresprayedontotheultrasonically cleaned glass substrates 
that are kept at a temperature of 400uC. A fully automated spray pyrolysis system 
((HOLMARC, HO-TH-01, India) is used for synthesis of CAO films. Table 1 
describes the control parameter used in the present study during the synthesis of 
CAO films. 

 

Table 1 Control parameter 

 

2.2 Characterization 

The thickness of the films is measured using a profilometer (Mitutoyo, SJ 301, 
USA), and the thickness is found to be~ 760nm.Thestructuralstudiesarecarried out 
using  MPDX-ray diffractometer with Cu K  =0.15406 nm)radiation. The 
Hall Effect studies are carried out using Ecopia HMS-3000 measurement system, 
which is used to measure resistivity, mobility, conductivity, Hall coefficient and 
charge carrier concentration of CAO films. The optical band-gap and transparency 
are investigated using UV Vis spectrophotometer(UV-3150).The surface morphology 
and elemental identification were obtained using field emission scanning electron 
microscopy (JEOL- 6701F, Japan). 

2. Result and Discussion 
3.1 Structural properties 

X-ray diffraction (XRD) measurements are used to identify the crystal structure 
and existing phases of CAO thin films. Figure 1 depicts XRD patterns of samples with 

Control Parameter Value 

Solution flow rate 2 ml/min 

Nozzle to substrate distance 15 cm 15 cm 

Substrate temperature 4008C 400oC 

Solvent volume 10, 20, 30 and 40 mL 10 20 30 and 40 ml 

Spray angle with   respect to plane of substrate 900 

Spray Interval 20 s 
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varying solvent volume ratios deposited at 400oC.Using various plane orientations from 
the XRD spectrum, poly-crystallinity is evident in all of the manufactured CAO films. 
The International Centre for Diffraction Data card (JCPDS card no. 77-2494) and the 
XRD's peaks match identically. 

 

 

 

 

 

 

 

 

Fig.1 XRDpatternsofCAOfilmfordifferentthickness 

The XRD pattern shows two conspicuous peaks that correspond to the (1 0 0) and 
(1 0 2) planes. This demonstrates unequivocally that the produced films are the ternary 
complex of the CAO and that the other phases are absent. The well-known Scherrer's 
equation is used to get the mean crystallite size [22], which is given as 

whereD  is the full width at halfmaximum, istheX-
raywavelength(0.154nm)and h is the diffraction angle. The calculated grain size is 
tabulatedinTable2,inwhichitisobservedthatthegrain 
sizesgraduallyincreaseswhensolventvolumeincreases. 

3.2 Morphologicalproperties 

A scanning electron microscopy (SEM) image of CAO thin films produced on 
glass substrates at 400oC for varying solvent volumes is shown in Figure 2. The SEM 
image reveals consistently distributed nano crystallites in the film's morphology. 
Additionally, it has been noted that for varying solvent volume ratios, strongly orientated 
crystallites occur in CAO films. Furthermore, it is noted that the film has a rough texture, 
which causes many light reflections to occur on its surface. This is one of the key features 
of the film that enhances the solar cell's p type active layer. 
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Fig. 2 Surface morphology SEM images of solvent volume: a) 10 mL, b) 20 mL, c) 
30 mL and d)  

Additionally, it has been noted that the size of polycrystalline grains rises with an 
increase in solvent volume. It may be inferred that one of the advantageous 
characteristics of CAO films to increase solar cell efficiency is their ability to scatter light 
effectively [23]. However, Hu and Gordon [24, 25, 26] revealed that the rough surface of 
CAO is feasible for light trapping effect on amorphous silicon based solar cell. 

3.3 OpticalProperties 

The transmittance of spray-deposited CAO films is displayed in Figure 3. The 
film can be employed as the active layer in a solar cell because of its high transmittance 
in the near-infrared spectrum, which indicates that all visible wavelengths are absorbed.  
For a solvent capacity of 10 mL, a strong transmission of ~ 45% is seen in the infrared 
range. Figure 3 shows that the solvent volume of the films has a significant impact on the 
transmission of such films. The optical 
bandgapEgofCAOfilmsisobtainedbytheabsorption coefficient a and the incident 
photon energy hn, which is the relation of 

(ah )1/n=A(h 2Eg) 
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Where hn is the incident photon energy, A is the constant related to the effective mass, 
and the exponent n depends on the type of transition (n =1/2 and 2 for direct and 
indirect transition respectively). The direct band gapvalues can be calculated by 
extrapolating the linear portion of these plots to the energy axis, which is used to obtain 
better linearity in the (ah )1/2 versus h  plots (shown in Fig. 4).  

 

 

 

 

 

 

 

 

Fig. 3  

 

The calculated Eg values are 2.29, 
2.22,2.11and2.09eVforthefilmofsolventvolumes 10, 20, 30 and 40mL respectively. 
Interestingly, the shiftintheopticalbandgapisobservedwiththeincreaseinsolventvolume 
[27].Inthepresentwork,theCu/Alratiois lesser than the earlier reported work 
[8],which results in lesser transparency.

 

 

 

 

 

 

 

 

 

Fig.4 Graph between (ahn)1/2versus hn for a) 10 mL, b) 20 mL, c) 30 mL and d )40 
mL solvent volume 
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3.4 Electricalproperties 
P type behavior is seen in the Hall effect investigations of CAO thin films with 

varying solvent volumes, and the Hall coefficient (RH) falls as the solvent volume 
increases. Figure 5 plots the mobility, resistivity, and carrier concentration against the 
volume of CAO solvent. The resistivity decreases from 1.12x10-6 to 6.2x10-
the sol-vent volume from 10 to 40 mL, as shown in Fig. 5. Furthermore, it is discovered 
that the carrier concentration rises with solvent volume and is greater than 
0.98x1010/cm3. The increase in hole concentration brought on by the larger volume of 
precursor solution may be the cause of the decrease in resistivity for the CAO films from 
10 to 40 mL volumes.Furthermore, when the volume of the pre-cursor solution grows, the 
charge carrier density rises significantly. Table 2 showed that the grain boundary 
scattering effect causes the grain size to rise as the solvent volume increases [21]. 

 

 

 

 

 

 

 

Fig. 5 Plot between sample thickness versus mobility and grain Size 

The purpose of the oxygen interstitials or cation vacancies (like Cu vacancies) is to create 
holes in the materials that can improve conductivity [28, 29]. Fig. 6 provides the 
expression for the grain size dependence of carrier mobility. The increased preferred 
growth charge carrier concentrations are consistent with the carrier mobility changing 
linearly with solvent volume. 

 

 

 

 

 

 

Fig.6 Plot between sample thickness versus resistivity and 
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The current-voltage properties of CAO thin films are displayed in Figure 7. All of the 
films are seen to display ohmicbehavior. As the solvent volume rises, so does the current. 
The presence of additional scattering zones on the film surface could be the cause of this 
behavior. The XRD and SEM tests demonstrate that the growing grain size is the cause of 
the scattering zones on thin film surfaces. However, for the first two cases, the grain size 
is almost equal and there is no appreciable variation in the current value. 

 

 

 

 

 

 

 

 

 

 

Fig. 7 I V characteristics 

 

Solvent 
volume/mL 

Eg/eV RH,107/cm3 C21 D/nm 

10 2.295 63.2 21.6 
20 2.227 27.9 22.6 
30 2.114 13.7 23.4 
40 2.095 09.9 28.4 

 

3.5 FT-IR Properties 

The CAOfilms' mid-IR transmittance spectra were shown in Figure 8. The CAO 
octahedral bending modes were responsible for the clear phonon vibration peaks seen in 
CAO films at 610 and 512 cm 1. The vibration peaks were nonetheless impressive  
despite a minor impairment in magnitude. Additionally, 610 cm 1 moved to 643 cm 1 
wavenumbers. Additionally, the increase in defection and distortion brought on by the 
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dopants ion in the lattice induced the broadening of 512 cm 1 [30].  CAO films' mid-IR 
spectra showed a comparable high-frequency shift.It may be deduced that when Al 
replaced the native V location, the original electrostatic field was disrupted by Al only 
contributing three outermost electrons, given the difference in valence of the doping atom 
from the original copper. The interaction of Cu-Al-O bonds grew stronger and the bond 
length of neighbouring Cu-Cu dimers was further shortened because the surrounding O 
atoms were unable to draw in enough electrons from aluminium. Thus, the high-
frequency shifts in phonon vibrations are caused by the shorter Cu-Cu dimers and 
stronger Cu-Al-O bonds. 

 

 

 

 

 

 

 

 

 

 

Fig. 8 The Mid-IR spectra of VO2 films at room temperature. 

Although there were few changes in the mid-IR region, there is a noticeable difference in 
that far-IR/THz phonons while maintaining strong mid-IR phonons. Observe that mid-IR 
peaks originated from the fundamental vibrations, while far-IR peaks were linked to the 
rotational-vibrational structures or the vibrations of certain groups in the crystal. The 
dopants in Cu-Al-O films altered some bonds and affected the crystalline structure.This 
change indicated that the CAO crystal's group structures had been altered, which in turn 
had altered the group structures' vibrations, which manifested as a suppression in the far-
IR/THz band. The majority of Cu-Al-O bonds, which are ascribed to the polarizability of 
high-frequency transverse optical phonons correlating with vibrations of the oxygen 
cages enclosing the V atoms, remained in the mid-IR phonon vibration even though the 
introduction of Al impaired it [31]. As a result, mid-IR phonons continued to be strongly 
intense. 

3. Conclusion 
The spray pyrolysis process is used to synthesize the CAO films with various 

solvent volume ratios. The polycrystalline character of CAO films with significant 
texture is confirmed by the structural studies. For varying solvent volume ratios, the 
(100) and (102) planes exhibit preference orientations. The average grain size rises in 
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tandem with the solvent volume. As the solvent volume grows, the electrical conductivity 
measured at room temperature rises and the energy gap value monotonically falls. P-type 
behavior is seen in CAO films, and a direct band gap of about 2.2 eV is seen. The CAO 
films can be utilized as the active layer in solar cells because of their high transmittance 
in the near-infrared range and high texture, which suggests that all visible wavelengths 
are strongly absorbed. Regarding the other phonon characterisation of mid-infrared 
spectra, its resonances remained strong despite the observation of peak broadening and 
high-frequency shifting in Cu-Al-O bending modes. The bending modes of the crystal 
remained robust, and we attribute the difference to the different origins of phonon 
vibrations that group-rotational peaks quickly eliminated with crystalline deformation by 
CAO.  
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Abstract 

A crystal of (E)-2-(1-(4-bromophenyl)ethylidenehydrazine carbothioamide 
(EBEHC) was slowly created by evaporation using methanol as a solvent. The 400 4000 
cm 1 and 50 4000 cm 1 wavelength ranges were used to record and analyze the (EBEHC) 
FTIR and FT-Raman spectra, respectively. A thorough assignment of the observed bands 
has been proposed using conformational and vibration investigations at the B3LYP/6-
31G (d,p) level of calculations. There is a strong agreement between the theoretical and 
actual results from FT-IR and FT-Raman spectroscopy and the EBEHC results. The 
EBEHC's single crystal X-ray diffraction analysis confirmed its structure and showed that 
it belongs to the P21/c space group of the Monoclinic system.These ligand docked with 
the HMG-CoA Anti-Cholesterol target, as shown by the predicted binding modes from 
the molecular docking study.  

 
Keywords: EBEHC, HMG CoA, Hirshfeld Surface Analysis, FT-IR, FT-Raman 
 
1. Introduction 

Thiosemicarbazides are a significant component in the pharmaceutical industry, 
used in organic synthesis for the synthesis of heterocycles. Their broad structural 
makeup, potential biological applications, multiple bonding mechanisms, and ion-sensing 
capabilities have garnered significant interest in thiosemicarbazonechemistry[1]. 
Thiosemicarbazones have a wide range of biological actions against bacteria, fungi, and 
certain tumors, and are used as treatments [2]. Their actions are influenced by the 
heteroatomic ring type and the thiosemicarbazone moiety structure [3]. They interact with 
metal ions to produce anticancer, antiprotozoal, antibacterial, and antiviral effects, 
making them valuable models for bioinorganic processes[4].Applications of cholesterol-
reducing agents, such as 3-hydroxy-3-methylglutaryl coenzyme A reductase (HMGCR) 
inhibitors, are often categorized based on their anticancer, antiprotozoal, antibacterial, 
and antiviral properties, particularly in the treatment of coronary artery disease.Statins 
significantly reduced cardiovascular disease burden globally[5,6], but lowering elevated 
LDL cholesterol levels before statin treatment proved challenging, despite clinical 
practice guidelines.The study detected HMGCR activity in rat liver peroxisomes for the 
first time using immunoelectron imaging and enzyme tests. Peroxisome activity was 
found to be less than 5% in control cells but increased to 30% after cholestyramine 
treatment.Previous observations of peroxisomal HMGCR in hamster ovary epithelial 
tissues (CHO cells) are not significant, and it is also well-reported in other tissues[7,8]. 
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FT-IR and FT-Raman spectroscopy have become a crucial technique for providing 
detailed information on chemical structure over the past few decades.Analyzing a 
compound's vibrational spectrum is crucial for understanding its properties and the 
connection between its spectrum conformation and function [9].Computer graphics 
representations of molecular surface electrostatic potential are a valuable tool for 
studying molecular association and may aid in rational drug design by facilitating the 
simultaneous examination of steric and electrostatic complementarity in intermolecular 
interactions[10]. 

The current analysis identifies potential stable conformers of EBEHC, while the 
Hirshfeld surface analysis examines intermolecular interactions and intimate connections 
between supramolecular objects using surface analysis and 2D fingerprint plots.The study 
conducts molecular docking experiments to understand EBEHC's interaction with anti-
cholesterol targets, presenting both practical and theoretical results for the EBEHC 
vibrational spectroscopy investigation. 

 
2.  Sample Preparation  

The starting material of EBEHC was synthesized by the reaction of 1-(4-
Bromophenyl)ethanone (3.981 g 0.02 mol) with thiosemicarbazide (1.82 g, 0.02 mol) in 
absolute methanol (60 ml) in the round bottom flask. The synthesizing of EBEHC Crystal 
required the procurement of the commercially available Merck GR. With continuous 
stirring, it was refluxed for two hours while p-toluenesulfonic acid was present as a 
catalyst. 

 
 
 
 
 

 
 
 

Figure 1 Reaction scheme ofEBEHC 
 

The precipitate was filtered off, cleaned with enough cold methanol, and allowed 
to air dry after cooling to ambient temperature. The growing beaker was kept free of dust 
and vibrations and was sealed with a porous material. Following recrystallization from a 
solution in methanol, yellow single crystals of EBEHC were obtained. The slow 
evaporation approach was used to achieve crystallization. The reaction scheme of 
EBEHC is shown in Fig. 1. 

 
3. Characterization Details 

Diffraction data from a selected single crystal of EBEHC was acquired at room 
temperature using an Oxford Diffraction X Calibur Gemini S diffractometer equipped 

 The compound EBEHC in powder form was used 
and it is utilized to record the FTIR and FT-Raman spectra.  A Perkin Elmer FT-IR 
spectrometer was used to obtain the IR spectra of EBEHC in the range of 4000 to 400 
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cm-1, without using any NaCl plates or KBr pellets in solid form.A Nexus 670 
spectrophotometer was used to obtain the FT-Raman spectrum with the 1064 nm 
wavelength as excitation wavelength in the 4000-50cm-1region.Spectrophotometer V-670 
UV-VIS-NIR (in solid form) was used to study the UV-Vis absorption spectra of EBEHC 
at 200 500 nm. 

 
 
 

4. Computational Details 
The computations for EBEHC at B3LYP levels, which is a component of the 

Gaussian 09W [11] package employ the DFT/6-31G (d, p) basis set functions. All of the 
geometries were optimized by DFT [12,13], Becke's three-parameter hybrid functional 
[14], and the Lee-Yang-Parr correlation [15] functional (B3LYP) approach on the 6-31G 
(d, p) basis set. The scale factor used is 0.97.The Gauss view tool is utilized to investigate 
the vibrational assignments of various types of bands[16].Autodock tools (ADT) v1.5.4 
and Autodock v4.2 software from the Scripps Research Institute 
(http://www.scripps.edu/mb/olson/doc/autodock) were utilized in these 
investigations.Using Crystal Explorer 3.0, Hirshfeld surfaces and their corresponding 2-
dimensional fingerprint plots were generated.Using Origin 7.5, the spectrum was 
plotted[17]. 

 
5.  Result & Discussion 
5.1 Molecular Structure analysis 

The EBEHC structure's crystallographic data, data collection parameters, and 
refinement parameters are given in Table 1.The crystalline structure of the molecules is 
the Monoclinic lattice with P21/c symmetry. The lattice parameters of EBEHC is a = 

Fig 2 depicts the 
asymmetric unit of EBEHC. Displacement ellipsoids are produced with a 50% 
probability level. 

 
 
 
 
 
 

 
 
 
 
 
 
 

Figure 2 Structure of the EBEHC compound 
 
Table 1 Details of the experimental diffraction data 
Collection and refinement 
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Empirical Formula C9 H10 N3BrS 
Formula weight 272.16
Colour, shape Yellow 
Temperature (K) 293
Crystal size (mm) 0.236 0.164 0.15 
Crystal system Monoclinic 
Space group P21/c
Lattice constants 
a (Å) 9.2620(7) 
b (Å) 14.281(1) 
c (Å) 8.4140(6) 

 97.437(9) 
Volume (Å3) 1103.56(14) 
Z 4

 0.71073 
3) 1.638

range for data collection (°) 2.2-27.5 
Absorption coefficient (mm 1) 3.879
F(000) 544.0
Reflections collected 5169
Independent reflections 2498 (R(int)=0.0320) 
Parameters 139
Goodness-of-fit F2 1.0260

 R1 = 0.0474 
wR2 = 0.0890 

R indices (all data) 
 

R1 = 0.0778 
wR2 = 0.1010 

3) 0.38 and -0.54 
 
The molecules in the crystal have a tight planar form and the plane (C9

C8/N1/N2/S1) intersects the benzene ring (C1-C6) at an angle of 8.88 (5)°.Allen(2002) 
has found that the C<unk>N bond length (1.281 (2) <unk>), N2-C10-N3 angle 
(117.27(3) °), and C<unk>S bond length (1.6901 (2) <unk>) are in accordance with the 
values observed in the CSD database.Conventional N- -bond 
interactions between the thiosemicarbazone moiety form chains along the c axis when the 
molecules are packed in the crystal.The Br atom plays a role in the N-
bond that expands the packing along plane bc. The Hydrogen bond geometry and crystal 
packing diagram are shown in Table 2 and Fig. 3. 
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Table 2  Hydrogen-bond geometry 

5.2 Conformational Analysis 
Vibrational spectroscopy combined with specific quantum chemistry 

computations may provide important structural and conformational information about 
organic compounds. There are four conformers in the EBEHC molecule. The energies 
and energy differences for every EBEHC conformer in Table 3 were determined using the 
6-31G (d,p) basis sets and the B3LYP level.DFT calculations indicate that the R1 
conformer of EBEHC has a more stable than the other conformers, with a range of 
510.52 kJ/molto 2874.87 kJ/mol.In Fig. 4, the Conformers of EBEHC are shown.

Table  3 Energy difference from conformation analysis
Conformer 
code

Energy (Hartree) kJ/Mol Energy Difference

R1(a) -3484.180114 -9147715.587 0
R4(d) -3483.985667 -9147205.066 510.5205061
R3(c) -3483.56987 -9146113.39 1602.196453
R2(b) -3483.085133 -9144840.714 2874.87315

D D H ( Å)
(Å)

D
N(3) (i) 0.93(3) 2.424(5) 3.341(4) 165.23 (4)
N(3) (ii) 0.83(3) 2.975(4) 3.614(4) 135.30(3)
N(2) (iii) 1.03(4) 2.785(4) 3.583(3) 176.09(3)
N(3) (iv) 0.83(4) 2.235(4) 2.589 105.82(2)

SymmetryCodes (i) x,-y+1/2+1,+z+1/2 (ii) x,-y+1/2,+z+1/2 
                            (iii) x,-y+1/2+1,+z-1/2 (iv )x,y,z

Figure 3 Crystal packing and intermolecular 
interactions

Figure 4 Conformers of EBEHC
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Conformers R1, R4 have different orientations for benzene.The orientation of 
Thiourea at N2 is different between conformers R2 and R3.Conformer R1 has the best 
stability in the EBEHC structure with an energy of -9147715.587 kJ/Mol.At energies of 
0.0 kJ/mol (R1), 510.52 kJ/mol (R4), 1602.19 kJ/mol (R3), and 2874.87 kJ/mol (R2), the 
relative energies of the conformers are determined. 

 
5.3 Molecular Electrostatic Potential Analysis 

The molecular Electrostatic Potential (MEP) surface is projected over the 
optimized electronic structure of EBEHC using a density functional B3LYP approach 
with a 6-31G(d,p) basis set to assess the chemical reactivity of the molecule. A powerful 
tool, the electrostatic potential has been utilized to shed light on the molecular properties 
of small molecules and their intermolecular association[18], the actions of medicinal 
compounds and their analogs[19], the biological role of hemoglobin[20], and enzyme 
catalysis[21]. The probe for detecting reactive sites in molecules is commonly used at 
both qualitative and semiquantitative levels. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 5 MEP Diagram of EBEHC 

 
The investigated molecule comprises multiple possible sites for electrophilic (the 

electrophilic sites are most electronegative and are displayed as red color) and 
nucleophilic attack (the nucleophilic sites are most positive and are represented as blue 
color).Fig. 5 illustrates that the C3 atom, which is the most electropositive atom in the 
EBEHC molecules, is charged with 0.618485e.According to the electrostatic potential 
fitting point charge, the EBEHC molecule has C7 (-0.593121e) as the most 
electronegative atom. 

 
5.4 Vibrational assignments 

 
The Theoretical and Experimental FT-IR and FT-Ramanspectrum isshown in Fig. 6 

and 7. 
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(i) N-H vibrations 

It has been noticed that the regular recurrence of absorption bands with slightly 
varying positions from one compound to another may be connected with the occurrence 
of N-H vibration in a variety of molecules. This is owing to the atomic group's 
independent vibration and unique frequency inside the molecule. The N-H stretching 
vibrations occur in the region of 3500-3300 cm-1 in all heterocyclic compounds [22]. The 
N-H vibration occurs with 99% potential energy distribution at 3444 cm-1 in FT-IR, 3443 
cm-1 in FT-Raman, and 3442 cm-1 in B3LYP basis set. 

 
(ii) C-H vibrations 

The C-H stretching vibration is seen in the aromatic structure within the 
wavelength range of 3100 3000 cm-1, which is the specific region for identifying the C
H stretching vibration[23]. The peaks seen at 3083 and 3045 cm-1 in the FT-IR spectrum, 
and at 3083 and 3048 cm-1 in the FT-Raman spectrum, are attributed to the C-H in-plane 
bending modes in our EBEHC molecule. Theoretical wavenumber, determined using the 
B3LYP/6-31G(d,p) method, falls within the range of 3082 to 3041 cm-1. The spectral 
range from 1300 to 1000 cm-1 often displays the C-H in-plane bending vibration, which is 
very advantageous for characterization purposes[24].

The band seen at 1097 and 1278 cm-1 in the FT-IR spectrum and at 1094 and 1279 
cm-1 in the FT-Raman spectrum is attributed to the C-H in-plane bending vibration in the 
present experiment. This band shows a strong correlation with the calculated 
wavenumber at 1095 and 1277 cm-1. The C-H out-of-plane bending vibrations occur 
within the frequency range of 1000 to 750 cm-1 and are closely associated with 

Figure 6 FTIR spectrum of EBEHC Figure 7 FT Raman spectrum of EBEHC 
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vibrations. The C-H out-of-plane bending was seen at 815 cm-1 in the FT-IR spectrum 
and at 816 cm-1 in the FT-Raman spectrum. In theory, it has been confirmed using the 
B3LYP basis set at a frequency of 811 cm-1. 

 
(iii) C-C vibrations 

The benzene ring exhibits ring C-C stretching vibrations within the range of 1430-
1625 cm-1. Varsanyi[23] reported frequency ranges for the five bands in the region as 
follows: 1625-1590, 1575-1590, 1470-1540, 1430-1465, and 1280-1380 cm-1. 

The FT-Raman bands observed at 1391 and 1582 cm-1 and the FT-IR bands 
detected at 1390 and 1581 cm-1 are consequently assigned to C-C vibrations of EBEHC 
in the present experiment. These values are in remarkable agreement with those expected 
by B3LYP/6-31G (d, p) at 1387 and 1580 cm-1.

 
      (iv) C-Br vibrations 

It is essential to understand the vibrations associated with the connection between 
the ring and the halogen atoms because this connection enables the vibrations to mix 
when heavy atoms are present on the edge of the compound[24]. Even though a single 
carbon atom might include multiple bromine atoms, most aromatic promo compounds 
absorb strongly in the 650-395 cm-1 region.  The C-Br stretching vibration is found at the 
weak mode 445 cm-1 in the FT-Raman spectra and 432 cm-1 in the B3LYP basis set. The 
in-plane C-Br bending mode is detected in FT-Raman at 232 cm-1 and in the B3LYP basis 
set at 237 cm-1, respectively. Table 4 shows it.

 
 

Table 4 Theoretical & experimental vibrational wavenumbers (cm-1) calculated using B3LYP/6-
31G(d,p) 

Ramancm
-1 

IR 

cm-1 
calccm

-1 
Reduce
d mass 

Force 
Constant

IR 
intensit
y 

Raman 
activity 

Polarizatio
n ratio 

Characterization of normal 
modes with PED (%) 

- - 36 4.8125 0.0039 0.4129 6.14937 0.6857 CCC(31) 
- - 41 6.4550 0.0069 1.2115 2.37694 0.7387 NNC(28) 
- - 51 6.1789 0.0102 0.4309 1.46147 0.7008  
- - 84 4.2922 0.0193 0.6997 3.30176 0.5801 CNN(51)+ CCC(25) 
- - 89 4.9380 0.0251 0.6630 1.71203 0.6286 NCN(25) 
- - 123 1.9203 0.0186 4.0988 1.99696 0.2968  
- - 154 2.1296 0.0323 1.0545 1.83414 0.5447  
199 - 203 5.5327 0.1450 2.1000 0.34523 0.4653 CCBr(23)+ CNN(20) 
- - 223 7.3383 0.2329 1.8393 2.30512 0.2631  
232 - 229 3.1490 0.1047 16.207 6.73004 0.4405  
- - 258 1.2572 0.0533 23.399 9.94454 0.6152 SCN(76) 
- - 293 2.7967 0.1529 3.1751 1.08475 0.5354  
317 - 316 1.6202 0.1026 28.346 9.88403 0.2817 NCN(35)+  
- - 322 5.5101 0.3633 13.206 1.82305 0.5133 CCBr(13) 
353 - 353 1.7272 0.1367 36.100 14.2082 0.4591  
- - 402 3.3798 0.3474 6.0842 2.50945 0.3286  
406 - 409 3.1794 0.3376 0.3758 1.98125 0.5981 CCC(42)+ CCC(25) 
- - 418 2.3671 0.2622 57.110 7.99234 0.3919  
- - 432 4.0688 0.4814 1.8007 1.40895 0.7311  
475 - 474 3.0624 0.4378 15.245 21.4833 0.4176  
504 - 506 3.0729 0.4999 70.575 40.6997 0.3345  
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555 - 558 2.9543 0.5837 14.751 12.7451 0.4316 CCN(37)+ CCC(15) 
596 - 595 3.3517 0.7541 13.679 5.22245 0.1412  
627 626 622 6.9834 1.7139 0.8953 6.20595 0.7467  
662 661 661 3.8335 1.0653 43.343 5.46644 0.7261  
679 - 678 3.0397 0.8881 10.421 21.7363 0.1531  
712 709 712 3.6713 1.1825 1.3955 0.70474 0.7411 CCC(44)+ CCC(33) 
760 759 759 3.3017 1.2086 5.1591 5.60454 0.2851  
816 815 811 1.3473 0.5623 11.427 3.62454 0.4773  
- - 828 1.4064 0.6117 25.601 4.53444 0.4522  
836 835 830 1.8303 0.8017 271.48 3.09363 0.4193  
901 - 900 1.3743 0.7074 27.056 15.3357 0.7321  
- - 933 1.3376 0.7404 0.2278 2.04845 0.6405 CCC(41) 
946 947 950 2.9367 1.6841 6.1064 7.61513 0.6122  
961 - 959 1.3345 0.7804 0.8362 2.12103 0.4295 HCC(85) 
- - 984 4.4153 2.7174 40.618 9.77934 0.1696  
- - 997 2.2511 1.4215 181.37 15.0484 0.5896 CCC(11) 
1007 1006 1010 1.5814 1.0257 2.2447 7.88344 0.3377 HCC(40)+ CCN(25) 
1045 - 1050 3.7092 2.5991 6.1127 119.294 0.2154  
- - 1061 1.9507 1.3964 105.66 22.5731 0.4139  
1075 1073 1075 1.5816 1.1609 8.3122 12.2884 0.2625  
1094 1097 1095 1.7018 1.2967 92.785 1.68644 0.4100  
1114 1120 1116 2.6332 2.0841 220.06 8.54884 0.3991  
1140 - 1143 1.6882 1.4024 22.296 15.3086 0.4869  
- -- 1167 1.1452 0.9901 1.1801 65.7411 0.2249  

1279 1278 1277 1.7923 1.8553 24.040 154.669 0.3127 15) 

- - 1282 1.3651 1.4245 2.4664 27.8261 0.3765 14) 
1287 - 1287 6.8432 7.2044 7.6595 22.7094 0.4559  
- 1297 1301 2.3311 2.5083 23.787 220.761 0.3067  
1358 1361 1360 1.3228 1.5555 8.9867 4.58374 0.5035  
1372 - 1371 1.2524 1.4954 6.7745 9.13872 0.7275  
1391 1390 1387 2.4829 3.0328 17.102 30.1363 0.4676  
1428 1427 1424 1.1875 1.5303 8.8837 13.0982 0.5785  
1441 - 1447 1.0724 1.4262 9.0713 12.3776 0.6795  
1459 1459 1461 1.2692 1.7223 42.348 18.5886 0.2756  
1482 1481 1479 1.8997 2.6409 28.634 55.8952 0.3962  
- 1550 6.7946 10.377 0.7759 107.583 0.3476  
1582 1581 1580 5.7778 9.1624 0.8782 1158.69 0.3545  
- - 1599 1.1324 1.8404 11.486 8.02653 0.4367  
1611 - 1608 7.4314 12.202 44.651 335.817 0.2757  
2593 2591 2595 1.0385 4.4414 14.530 227.904 0.3445  
2907 2910 2911 1.0476 5.6382 14.808 113.095 0.0655  
2967 2966 2969 1.0945 6.1313 11.998 61.2338 0.6134  
2982 - 2983 1.0875 6.1432 23.507 114.630 0.2757  
3048 3045 3041 1.0961 6.4403 9.4553 42.4248 0.6305  
3082 3083 3082 1.0876 6.5621 9.4163 47.7641 0.5561  
3096 - 3094 1.0888 6.6222 0.6236 50.4913 0.5855  
3104 - 3102 1.0943 6.6887 6.0913 107.401 0.2099  
- - 3109 1.0945 6.7195 1.2409 98.4263 0.1405  
3343 - 3348 1.0497 7.4736 1.5431 133.495 0.1774  
3372 - 3370 1.0751 7.7576 0.4876 223.485 0.1512  
3443 3444 3442 1.0916 8.2165 6.2738 51.6996 0.7337  

Abbreviations: -  - -Inplane -stretching 

(v) N-N vibration 
When azo compounds are detected by IR spectroscopy, no significant bands are 

found because the azo group is non-polar [25]. The present study assigns the bands at 
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1120 and 1114 cm-1 in the FT-IR and FT-Raman spectra of EBEHC, respectively, to the 
N-N stretching mode of vibrations. Band positions for N-N vibrations at 1116 cm-1 are 
represented by the calculated bands at a B3LYP level in the same position. 

 
5.5 Hirshfeld Surface Analysis  

The Hirshfeld surface is a figure that shows the shape that a molecule takes up in 
the crystal structure and can be generated from the electron distribution. The Hirshfeld 
Surface Analysis produces 2D fingerprint plots [26] that allow one to identify each type 
of intermolecular contact and calculate their proportional contribution by calculating the 
area of the surfaces. Hirshfeld surfaces and the corresponding 2-dimensional fingerprint 
plots were generated using Crystal Explorer 3.0 [27]. The input file for the fingerprint 
plot should be in the crystallographic information file format. The 2D fingerprint plot is 
shown in Fig. 9, while the EBEHC's dnorm, Shapeindex, and curviness are shown in Fig. 
8. On dnorm surface plots, there are three separate colors that represent different types of 
interactions: red, which represents the spot with the maximum electron density; blue; and 
white, which represents the dnorm value of 0. The Hirshfeld surface's shape index can be 
used to see how adjacent red and blue triangl

curvature, indicating complementing bumps (blue regions) and hollows (red regions) 
when two molecule surfaces come into contact.

 
 
 
 
 
 
 
 
 
 
A value of dnorm is either -ve or +ve when intermolecular connections are longer 

or shorter than rvdW (van de Waals (vdW) radii).  Red denotes tighter contacts and a 
negative dnorm value, blue denotes longer contacts and a positive dnorm value, and 
white denotes the distance between contacts on the Hirshfeld surface. These colors are 
used to illustrate the dnorm values. 

6.3%, and 2.1%. All atoms ending in with H have the following relative contributions: 
 

 
5.6 Molecular Docking Studies  

Through a docking investigation, the number of hydrogen bonds and the binding 
affinity were discovered. Notable is the fact that the binding affinities are negative. This 
illustrates the likelihood that this reaction will take place. Molecular docking is an 
essential method in computer-aided drug development[28].Three-dimensional structures 
and the EBEHC molecule were generated using Chem Draw Ultra, version 12.0 [29]. In 

Figure 8 Hirshfeld Surfaces of EBEHC Figure 9 2D Fingerprint plot of 
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order to lower energy and confirm the ligand molecule's structural integrity, Gaussian 
09W[11] was employed.Target protein HMG-CoA reductase's three-dimensional 
structures (PDB ID: 1DQ8) [30] were retrieved from the Protein Data Bank (PDB) at 
http://www.pdb.org.Q-site Finder is used to search the likely binding sites of preferred 
target receptors in order to anticipate the ligand-binding site. Protein binding and active 
sites are often associated with structural cavities and pockets. 110 X 112 X 110 is the size 
of the docking grid. For a variety of applications, including molecular docking, de novo 
drug design, structural identification, and functional site comparison, it is crucial to 
maintain the predicted ligand binding site as tiny as feasible without sacrificing accuracy. 
The preferred high-affinity binding sites on the protein surface are the ones to which the 
individual probe sites are most closely related.The search grid was expanded above the 
proposed target proteins, and polar hydrogens were added to the ligand moieties. 
Targeting the protein complex HMG-CoA reductase, the EBEHC molecule was docked 
with the flexible ligands as a rigid body (PDB ID: 1DQ8). Populations of 150 individuals 
with a mutation rate of 0.02 were created over ten generations with the use of the 
Lamarckian Genetic Algorithm [31]. It was found that there is hydrogen bond interaction 
between the terminal NH of EBEHC and the HMG-CoA active-site residue Asp767A. 
NH and Asp767A are separated by a hydrogen bond of 1.8. The binding sites for HMG-
CoA and EBEHC have different energies of -3.8 kcal/mol. The 2D poseview [32] 
diagram for the EBEHC is shown in Fig. 10. 

 
 
 
 
 
 
 
 
 
 

Figure 10 Poseview of EBEHC 

6  Conclusion 
The energy predicts on potential EBEHC conformers are carried out in the current 

work. The most precise theoretical information on the vibrational properties of a single 
molecule is provided by the DFT approach. The vibrational wavenumbers, infrared 
intensities, and Raman activities are found, and the EBEHC molecule has undergone a 
comprehensive vibrational examination. The DFT calculations are carried out at the 
B3LYP/6-31G (d,p) level. It is shown that the analysis of fingerprint plots generated by 
the Hirshfeld surface is a valuable method to expedite the recognition of different 
intermolecular interactions and their relative importance. X-ray diffraction results reveal 
that the crystal belongs to the monoclinic system. Molecular docking investigations 
revealed that the synthesized EBEHC molecule has binding modes in the HMG-CoA 
active site and had a good docking score. 

 



 
M ARUTH U PAN DI YAR CO LL EG E, T HANJAV UR  NC ID A- 2K 25  

 

NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 354 
 

References 
1. Mishra D., Naskar S., Drew M.G.B., and Chattopadhyay S.K., 

InorganicaChimicaActa, 359 (2006) 585 592. 
2. Labisbal E., Haslow K.D., Sousa-Pedrares A., Valdés-Martínez J., Hernández-

Ortega S.,  West D.X., Polyhedron, 22 (2003) 2831 2837.  
3. Singh R.V., Fahmi N.,  Biyala M.K., Journal of the Iranian Chemical Society, 2 

(2005) 40 46. 
4. Finch R.A., Liu M.C., Cory A.H., Cory J.G., Sartorelli A.C., Adv. Enzyme Regul. 

39 (1999) 3-12. 
5. M.D.Bethesda, Third Report of the National Cholesterol Education Program 

(NCEP) Expert Panel on Detection, Evaluation, and Treatment of High Blood 
Cholesterolin Adults (Adult Treatment Panel III): Executive Summary: National 
Institutes of Health. National Heart, Lung, and Blood Institute, National 
Cholesterol Education Program, NIH Publicationno 01-3670, 2001, pp.40. 

6. E.L. Appelkvist, A.Kalen, Biosynthesis of dolichol by rat liver peroxisomes, Eur. 
J.Biochem. 185 (1989) 503 509. 

7. F.Hashimoto, S.Hamada, H.Hayashi, Effect of gemfibrozilon centrifugal behavior 
of rat peroxisomes and activities of peroxisomal enzymes involved in lipid 
metabolism, Biol.Pharm.Bull. 20 (1989) 315 321. 

8. National Collaborating Centre for Primary Care, NICE Clinical Guideline 67: 
Lipid Modification, National Institute for Health and Clinical Excellence, 
London, 2010, pp.38. 

9. Krishnakumar V., Dheivamalar S., Spectrochim. Acta A 68 (2007) 823 832. 
10. Paul k Weiner., Robert Langridge., Jeffrey M Blaney., Ronald Schaefer., Peter A 

Kollman., Proc. Nati Acad. Sci. USA 79 (1982) 3754-3758. 
11. M. J. Frisch et al., Gaussian-09, Revision A.01, Gaussian, Inc., Wallingford, CT, 

(2009). 
12. Schlegel H.B., J. Comput. Chem. 3 (1982) 214.
13. Hohenberg P., Kohn W., Phys. Rev. B 136 (1964) 864. 
14. Becke D.,  J. Chem. Phys. 98 (1993) 5648. 
15. Lee C., Yang W., Parr R.G., Phys. Rev. B 37 (1988) 785-789. 
16. Frisch A., Neilson A.B., HolHolder A.J., Gaussview User Manual Gaussian: 

Pittsburgh, (2000). 
17. Origin. 2003. Origin 7.5. OriginLab Corp., Northampton, MA. 
18. Tomasi J., in Chemical Applications of Atomic and Molecular Electrostatic 

Potentials, eds. Politzer P., Truhlar D., (Plenum, New York), (1981) 257-294. 
19. Weinstein H., Maayani S., Srebrenik S., Cohen S., Sokolvosky M.,  Molt 

Pharmacol. 11 (1975) 671-689. 
20. Perutz M., Science 201 (1978) 1187-1191.
21. Warshel A., Acc. Chem. Res. 14 (1981) 284-290. 
22. Krishnakumar V., Ramasamy R., Spectrochim. Acta A 69 (2008) 8 17. 
23. Varsanyi G., Assignments for Vibrational Spectra of Seven Hundred Benzene 

Derivatives, Adam Hilger, 1-2 (1974).
24. Thilagavathi G., Arivazhagan M., Spectrochim. Acta A79 (2010) 389 395. 
25. Yadav R.A., Sing I., Indian J. Pure Appl. Phys. 17 (2003) 625. 



 
M ARUTH U PAN DI YAR CO LL EG E, T HANJAV UR  NC ID A- 2K 25  

 

NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 355 
 

26. Morgan K.J., J. Chem. Soc. (1961) 2151 2159. 
27. Spackman M.A., Jayatilaka D., CrystEngComm 11 (2009) 19 32. 
28. Rohl A.L., Moret M., Kaminsky W., Claborn K., Mckinnson J.J., Kahr B., Cryst 

Growth Des. 8 (2008) 12. 
29. Kimberley R. Cousins, Computer Review of ChemDraw Ultra 12.0, J. Am. Chem. 

Soc. 2011, 133, 21, 8388. https://doi.org/10.1021/ja204075s 
30. E.S. Istvan, M. Palnitkar, S.K. Buchanan, J. Deisenhofer, Crystal structure of the 

catalytic portion of human HMG-CoA reductase: insights into regulation of 
activity and catalysis., (2000) EMBO J 19: 819-830. 

31. Huey R., Morris G.M., Olson A.J., Goodsell D.S., Journal of computational 
chemistry 28 (2007) 1145-1152. 

32. K. Stierand, P. Maaß, M. Rarey, Molecular Complexes at a Glance: Automated 
Generation of two-dimensional Complex Diagrams. Bioinformatics, 22 (2006) 
1710-1716. 

  



 
M ARUTH U PAN DI YAR CO LL EG E, T HANJAV UR  NC ID A- 2K 25  

 

NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 356 
 

IDENTIFICATION OF BLOOD STAIN ON VARIOUS BURNT 
CLOTH DEBRIS BY USING TETRAMETHYL BENZIDINE 
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Abstract 
This study examines the effectiveness of the Tetramethyl Benzidine (TMB) test in 

detecting bloodstains on burnt fabrics. Eight fabric types were stained with blood, 
burned, and analyzed using TMB. The test consistently yielded positive results, 
demonstrating its reliability in forensic investigations involving fire-damaged evidence. 
These findings highlight the TMB test as a valuable tool for crime scene analysis. 
Keywords:Bloodstain analysis, Burnt fabrics, Forensic science, TMB test, Fire 
investigation. 
  
1. INTRODUCTION 

Detecting blood stains on charred fabrics poses a significant challenge in forensic 
science, necessitating a comprehensive understanding of both blood makeup and fabric 
characteristics, along with the principles that dictate their interaction. Serving as key 
elements of crime scene evidence, blood stains on textiles provide critical information 
regarding the events of violent incidents, the identities of those involved, and the context 
of criminal activities.Fabrics cover a wide range of materials, including natural fibers 
such as cotton and wool, as well as synthetic fibers like polyester and nylon. Each type of 
fabric has unique traits, including porosity, absorbency, and thermal stability, which affect 
how blood stains behave and how they remain after being exposed to heat and fire. When 
fabrics catch fire, their physical and chemical properties change significantly, making it 
more challenging to identify and interpret blood stains among the charred remains.  

The sensitivity and specificity of tetramethyl benzidine (TMB) allow forensic 
investigators to effectively address the challenges posed by fire damage and uncover 
essential clues hidden within the charred remains of crime scenes. The TMB 
(Tetramethylbenzidine) test operates on the principle that haemoglobin in blood 
facilitates the oxidation of TMB, resulting in the formation of a blue-colored compound. 
This test is employed to identify blood stains on burnt fabrics by detecting haemoglobin 
presence, indicating the existence of blood.
 
2. MATERIALS AND METHODS 
 

2.1 Apparatus: Dropper,Petri Dish, Whatman Filter Paper (125mm), Beaker, Glass rod, 
Lighter. 
2.2 Reagents: 
1. Tetramethyl Benzidine (TMB)  
2. Glacial Acetic Acid  
3. Hydrogen Peroxide  
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4. Deionised Water 
2.3 Sample under investigation: Eight different fabrics were randomly selected from a 
textile in Kerala. 3 pieces of each fabric was taken for examination: 

Table 2.  Sample Under Investigation 
S.NO FABRIC ORIGIN SOURCE 

1  Silk cotton  Natural Cotton plant  
2  Denim  Natural Cotton plant  
3  Cotton  Natural Cotton plant  
4  Linen  Natural Flax plant  
5  Viscos  Semisynthetic Wood pulp  
6  Poly viscos  Semisynthetic Blending viscose and 

polyester  
7  Polyester  Synthetic Petroleum based 

chemicals  
8  Polycotton  Synthetic Polyester and cotton 

mixed  
 
2.4 Reagent Preparation 
Tetramethylbenzidine (TMB) reagent  

1. Weigh out 0.2 grams of TMB.  
2. Add to a 50 ml beaker.  
3. Measure out 10 ml glacial acetic acid and add to the TMB.  
4. Mix thoroughly until the TMB is dissolved.
 

Hydrogen Peroxide 3% 
1. Measure out 10 ml of 30% hydrogen peroxide.  
2. Add 90 ml of deionized water. 
3. Mix well using a glass rod.  

2.5Procedure for Chemical Test WithSample
  
 Add a drop of TMB solution.  
 Observe the colour change.  

 
3. RESULT AND DISCUSSION 

Blood spread on the eight different fabrics were burnt and the ashes were 
collected benzidine test were performed for the identification of blood.The test results are 
given below.  
 

    
   Fig:3. 1 TMB Positive On Silk Cotton And Denim 
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  Fig:3. 2 TMB Positive On Cotton And Linen 

                          Fig:3. 3 TMB Positive On Viscos And Polyviscos 

  
                          Fig:3. 4 TMB Positive OnPolyesterAnd Polycotton 
 

In all cases, the benzidine reagent successfully identified the presence of blood on the 
burnt fabrics. 

Table 3. Result Of TMB On Burnt Cloth Debris 
 

Sl.No FABRIC NAME            COLOUR 
OBSERVED   

 RESULT   

1  Silk cotton   Blue Green   Positive   
2  Denim  Light Blue Green  Positive   
3  Cotton   Blue Green  Positive  
4  Linen  Blue Green  Positive  
5  Viscos  Slightly BlueGreen Positive  
6  Polyviscos  Slightly Blue Green  Positive  

7  Polyster  Very Light Blue 
Green  

Positive  

8          Polycotton   Deep Blue Green  Positive   

 
 
Based on color and test results, the study examined a variety of fabrics, demonstrating 
consistent blue-green variations and fruitful outcomes.  
         The uniform coloration of silk cotton, denim, cotton, and linen suggested 
comparable dye absorption. The fibre composition caused minor differences between 
viscose and polyviscose. Polycotton exhibited a deeper hue, indicating superior dye 
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absorption from cotton, whereas polyester displayed a lighter shade.All fabrics tested 
positive, demonstrating dye compatibility across materials despite variations in shade. A 
vital forensic tool, the benzidine reagent efficiently identified blood on burned textiles. Its 
interaction with hemoglobin was demonstratedby the positive responses from all tested 
fabrics. 
           The study backs up TMB's accuracy in identifying blood on burned textiles. With 
method selection based on case requirements and DNA analysis, TMB is still a sensitive 
and powerful forensic tool that is on par with luminol, FTIR, and Hemiscreen, despite 
certain limitations. 
 

4. CONCLUSION 
The results of the study, which examined different types of fabric according to color 

criteria and their individual effects, were consistent. Regardless of the material 
composition, every fabric showed blue-green spectrum variations and passed the test. 
Silk cotton, denim, cotton, and linen all had the same blue-green coloration, which 
suggested that their dyeing processes or dye absorption properties were similar. Viscose 
and polyviscose's slightly blue-green color was most likely brought on by differences in 
fiber composition that changed how the dye interacted with them. Polyester displayed a 
very light blue-green color due to its synthetic nature, which affects dye retention. 
Polycotton, a blend of polyester and cotton, had a deep blue-green color that indicated the 
cotton component was better at absorbing dye. 
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Abstract  
 A series of substituted 1H-1,2,4-triazol-5(4H)-onederivatives have been 
synthesized and characterized by 1HNMR, 13C NMRand evaluated for theirinvitro 
antibacterial activity against selected gram-positive and gram-negative bacteria and 
invitroantifungal activity against fungal pathogens by using broth dilution method.  
Keywords: Substituted 1H-1,2,4-triazol-5(4H)-one, NMR characterization,antibacterial 
activity, antifungal activity. 
 
INTRODUCTION 

1,2,4-triazoles are five members, unsaturated heterocyclic, the ring consists of 
three nitrogen atoms and two carbons linked.The importance of substituted triazole 
derivatives lies in the field that these have occupied a unique position in heterocyclic 
chemistry, due to its various biological activities [1].Triazole derivatives are also used in 
the synthesis of antibiotics, fungicides, herbicides and plant growth hormone insulators 
and are potentially good corrosion inhibitions [2-4].The substituted triazole is used as 
antibacterial[5-7], antifungal[8,9], antioxidant[10], anti-malarial[11], anti-leishmanial 
drugs[12],antimicrobial[13-15], anti-inflammatory[16], analgesic[17], anti-
tumor[18],antihypertensive[19] and antiviral[20].Also assayed their anti microbial activity 
against some common pathogens viz: Escherichia coli, Pseudomonas aeruginosa, 
Bacillus subtilis, Staphylococcus aureus, Aspergillus nigerand Aspergillusflavus. 

 
MATERIALS AND METHODS 
 All the chemicals were analytical grade and solvents were distilled before use. 
Melting points of all the synthesized compounds were determined in open capillary tubes 
on an electro thermal apparatus and are uncorrected. The purity of the compounds were 
checked by TLC using silica gel G. The 1H and 13C NMR spectra were recorded on 
Bruker (AMX-400 MHz) using CDCl3 as solvent and Tetra methyl silane as an internal 

 
 
General procedure for preparation of substituted 1H-1,2,4-triazol-5(4H)-one (2a-f) 
 The substituted 1H-1,2,4-triazol-5(4H)-onecan be prepared readily from the 
thermolysis of 2-(1-aminoethylidene)hydrazinecarboxamide. The pure substituted 1H-
1,2,4-triazol-5(4H)-onewere obtained by column chromatographic techniques. 
3-methyl-1H-1,2,4-triazol-5(4H)-one (2a)
M.F: C3H5N3O, Yield: 94%, M.P: 45°C; 1

3), 7.20 (s, 
NH1), 6.13 (s, NH4); 13 -3), 158.52 (C-5), 10.81 (CH3). 
3-phenyl-1H-1,2,4-triazol-5(4H)-one (2b)
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M.F: C8H7N3O, Yield: 89%, M.P: 49°C; 1 1), 6.84 (s, NH4), 
7.53-7.82 (m, Ar-H),;13 -3), 158.52 (C-5), 128.21-130.12(Ar-
C). 
3-bromo-1H-1,2,4-triazol-5(4H)-one(2c)
M.F: C2H2N3BrO, Yield: 92%, M.P: 57°C; 1  7.43 (s, NH1), 6.23 (s, 
NH4); 13 -3), 153.43 (C-5).
3-chloro-1H-1,2,4-triazol-5(4H)-one(2d)
M.F: C2H2N3ClO, Yield: 95%, M.P: 49°C; 1 1), 6.63 (s, 
NH4); 13 -3), 153.67 (C-5).  
3-hydroxy-1H-1,2,4-triazol-5(4H)-one (2e)
M.F: C2H3N3O2, Yield: 81%, M.P: 41°C; 1 1), 
6.91 (s, NH4); 13 -3), 152.56 (C-5). 
3-methoxy-1H-1,2,4-triazol-5(4H)-one (2f)
M.F: C3H5N3O2, Yield: 87 %, M.P: 44°C; 1

3), 6.98 (s, 
NH1), 5.96 (s, NH4); 13 -3), 151.43 (C-5), 54.81(OCH3). 
 
Antimicrobial activity 
 Invitro antimicrobial activity was conceded by using Mueller-Hinton broth 
method. Antibacterial activities were screened against two gram negative and two gram 

Aspergillus niger 
andAspergillus flavus. The microorganisms were collected from Microbial type culture 
collection and gene bank (MTCC), Chandigarh, India. Both antibacterial and antifungal 
activities were studied by scaling the zone of inhibition on agar plates at concentration 

the standard for antifungal activities correspondingly.  
 
RESULTS AND DISCUSSION 
 The substituted 1H-1,2,4-triazol-5(4H)-oneare also having number of 
pharmacological properties and based on their result, in this report, we have synthesized 
the substituted 1H-1,2,4-triazol-5(4H)-one derivatives in the following method.The 
substituted 1H-1,2,4-triazol-5(4H)-one (Scheme-1)can be prepared readily from the 
thermolysis of 2-(1-aminoethylidene)hydrazinecarboxamide. The pure substituted 1H-
1,2,4-triazol-5(4H)-onewere obtained by column chromatographic techniques.  

 
R = CH3, C6H5, Br, Cl, OH, OCH3 

 The aim of medicinal chemistry is design and the invention of compounds that 
can be use as medicine for the preclusion, treatment and cure of humans or animal 
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diseases. It is concerned with the innovation, discovery, intend, identification of 
biologically active compounds, the study of their metabolism, analysis of their mode of 
action at the molecular level and the building of structure activity relationship, the 
relationship between chemical structure and pharmacological activity for a series of 
derivatives have been synthesized as target structures and evaluated for their biological 
activities. 
Antimicrobial Screening 
 All the synthesized compounds (2a-f) were screened their antibacterial and 
antifungal activities were studied with bacteria-Bacillus subtilis, Staphylococcus aureus, 
Escherichia coli, Pseudomonas aeruginosa and fungi-Aspergillus nigerand Aspergillus 
flavus(Table-1). All the compounds were active against gram positive as well as gram 
negative bacterias especially more active against gram negative bacteria, Escherichia coli 
and fungi- Aspergillus niger. Among the synthesized substituted 1H-1,2,4-triazol-5(4H)-
one, the compound without substitution in the phenyl ring (2a) and methoxy group (2f) 
had the best overall antibacterial profile when compared to standard Gentamicin against 
Bacillus subtilis, Staphylococcus aureus and Escherichia coli.  
 

Table - 1 ASSAY OF ANTIMICROBIAL ACTIVITY 
S. 

No. 
Microbes Zone of Inhibition (mm in diameter) 
Bacteria Control Standard* 2a 2b 2c 2d 2e 2f 

1. Bacillus subtilis - 20 20 17 14 21 14 22 
2. Staphylococcus aureus - 17 19 15 14 19 12 20 
3. Escherichia coli - 24 25 21 24 27 18 27 

4. 
Pseudomonas 
aeruginosa 

- 22 17 23 18 20 14 20 

 Fungi  
5. Aspergillus niger - 13 14 14 16 13 18 15 
6. Aspergillus flavus - 15 14 08 07 10 14 12 

*Gentamicin (Bacteria) 
*Fluconazole (Fungi) 
 
CONCLUSION 
 A series of substituted 1H-1,2,4-triazol-5(4H)-one were synthesized by the 
reaction of thermolysisin the presence of 2-(1-aminoethylidene)hydrazinecarboxamide.. 
The synthesized compounds are characterized by 1H and 13C NMR spectra. All the 
compounds are tested their antimicrobial activity using Gentamicin and Fluconazole as 
the standard. 
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Synthesis and Structural Analysis of 

1, 2-Bis (2-hydroxy-5-methylbenzylidene)-hydrazine 
 

R.Nandhini1and S.M. Prabhakaran1 
1PG & Research Department of Physics, Maruthupandiyar College. Thanjavur  
 
Abstract: 

 The new compound C16H16N2O2 has been prepared and characterized by X-ray 
crystallography. The complex crystallizes in the orthorhombic space group P212121 with a 
= 6.0108 (5) Å, b = 7.3394(5)Å, c = 31.674(2)Å, V = 1397.32(17)Å3 , Z = 4. Crystal 
structure has been determined and refined to Rint = 0.023 using 2952 independent 
reflections. The crystal structure is stabilized by weak C-  
Keywords: Single-crystal X-ray diffraction, hydrazine. 
 
INTRODUCTION 

Hydrazine, N2H2 the simplest diamine, is interesting because of its N-N bond, two 
free electron pairs and four replaceable hydrogen atoms. The two free electron pairs 
facilitate mono and bidentate ligand formation. The monoprotonated hydrazinium cation 
still retains one electron pair and acts as a ligand in some cases. Hydrazine, the diacidic 
base, forms various salts with acids.  Hydrazine has been regarded as an ammonia 
derivative in which one of the hydrogen atoms have been replaced by the more 
electronegative NH2 group. Hydrazine and its alkyl or phenyl derivative are potentially 
unidentate, bidentate or bridging ligands. Transition metal complexes containing 
bidentate hydrazines are will documentated ,but complexes containing bidentate 
hydrazines have not been found, except for (I-pro)4M(N2H4). The hydrazinium ion, N2H5 
is potentially a unidentate ligand.Hydrazine is converted to solid salts by treatment with 
mineral acids.A common salt is hydrazine sulfate, [N2H5]HSO4, called 
hydraziniumsulfate.Hydrazine sulfate was investigated as a treatment of cancer-
induced cachexia, but proved ineffective.[1]. Hydrazines are part of many organic 
syntheses, often those of practical significance in pharmaceuticals, such as the 
antituberculosis medication isoniazid and the antifungal fluconazole, as well as in 
textile dyes and in photography 

Hydrazine is mainly used as a foaming agent in preparingpolymer foams, but 
significant applications also include its uses as a precursor to polymerization catalysts 
and pharmaceuticals. Additionally, hydrazine is used in various rocket fuels and to 
prepare the gas precursors used in air bags. Hydrazine is used within both nuclear and 
conventional electrical power plant steam cycles as an oxygen scavenger to control 
concentrations of dissolved oxygen in an effort to reduce corrosion. Hydrazine is the 
intermediate in the anaerobic oxidation of ammonia process.[2] It is produced by some 
yeasts and the open ocean bacterium anammox.[3] The false morel produces the 
poison gyromitrin which is an organic derivative of hydrazine that is converted 
to monomethylhydrazine by metabolic processes. Even the most popular edible "button" 
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mushroom Agaricus bisporus produces organic hydrazine derivatives, including agaritine, 
a hydrazine derivative of an amino acid, and gyromitrin.[4]. 
 

 
MATERIALS AND METHODOLOGHY 

The title compound was synthesized by mixing a solution (1:2 molar ratio) of 
hydrazine hydrate (0.20 ml, 4 mmol) and 2-hydroxy-5-methylbenzaldehyde (1.08 g, 8 
mmol) in ethanol (30 ml). The resulting solution was refluxed for 4 h, yielding (65%) the 
pale yellow crystalline solid. The resultant solid was filtered off and washed with 
methanol. Pale Yellow single crystals of the title compound suitable for X-ray structure 
determination were recrystalized from dimethylformamide by slow evaporation at room 
temperature over several days. 

A single crystal of 1, 2-Bis (2-hydroxy-5-methylbenzylidene)-hydrazine was 

was used to collect X-ray data for the compounds at room temperature. A least-square fit 

mode was applied to obtain an accurate unit cell parameters and orientation matrix. 
SAINT [5] was used to carry out cell refinem5699 reflections were collected, resulting in 

respectively. SADABS [6]software was applied to correct the intensities for Lorentz and 
polarization effects and absorption corrections.
The title compound is solved by direct methods, using SHELXS97 [7]program. For each 
compound an E-map calculated for the best phase set generated by SHELX program 
revealed free positions of all the non-hydrogen atoms and those were refined by a full 
matrix least square refinement procedure using SHELXL 97, in the initial stages of 
refinement the thermal parameters were kept isotropic and after convergence anisotropic 
refinement was continued. The positions of all hydrogen atoms were located either from 
difference Fourier maps or fixed geometrically. The hydrogen atoms were included in 
refinement by allowing them to ride on the corresponding carrier atoms. The refinement 
converged to an R-factor of 0.023 for studied compound. The crystal data and refinement 
details are given in Tables 1 respectively; Plane calculations have been done by using 
PARST program [8]

. 
 
RESULTS AND DISCUSSION 

The chemical diagrams of the compounds studied as shown in Fig 1. The crystal 
data, intensity data collection and refinement details for the compound studied is 
summarized in Table 1 .The corresponding bond lengths and bond angles for the non-
hydrogen atoms are listed in Table2 respectively. The torsion angles for the non-hydrogen 
atoms are listed in Table 3. The inter and intramolecular bonds including the weak 
interactions are listed in Tables 5. Fig 2 shows the ORTEP plot of the molecule drawn at 
30% probability ellipsoid level with atom numbering scheme. 
 In the studied compound,the two aromatic rings are almost co-planar with the maximum 
deviation of 0.004(2) Å for C3 and 0.003(2) Å for C13 and the dihedral angle formed 
between the mean planes is 1.82(12)º. The bond distances are within the normal range 
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[9]and are comparable with the related structures [10],[11].The molecular structure is 
stabilized by O- pe of intramolecular hydrogen bond.  The N2 and N1 atom acts 
as a proton acceptor for O2- -
O1donates a proton. The crystal packing of compound is controlled by weak 
intermolecular C- a three dimensional network. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig (1)    Chemical scheme of title compound 
 
 
Table 1. Crystal data, intensity data collection andrefinement 
 

C16H16N2O2 F(000) = 568

Mr = 268.31 Dx = 1.275 Mg m 3 

Orthorhombic, P212121 Mo K radiation,  = 0.71073 Å 

Hall symbol: P 2ac 2ab Cell parameters from 2658 
reflections

a = 6.0108 (5) Å  = 2.4 27.2° 

b = 7.3394 (5) Å µ = 0.09 mm 1

c = 31.674 (2) Å T = 295 K

V = 1397.32 (17) Å3 Block, yellow

Z = 4 0.22 × 0.18 × 0.16 mm 

Bruker Kappa APEXII  
diffractometer 

2952 independent reflections 

Radiation source: fine-focus 
sealed tube 

1780 reflections with I  



 
M ARUTH U PAN DI YAR CO LL EG E, T HANJAV UR  NC ID A- 2K 25  

 

NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 368 
 

Graphite monochromator Rint = 0.023 

 and  scans  = 27.2°,  = 2.6° 

Absorption correction: multi-scan  
(SADABS; Sheldrick, 1996) 

h =  

Tmin = 0.982, Tmax = 0.987 k =  

5699 measured reflections l =

Refinement on F2 
Primary atom site location: 
structure-invariant direct methods 

Least-squares matrix: full 
Secondary atom site location: 
difference Fourier map 

R[F2  Hydrogen site location: inferred 
from neighboring sites 

wR(F2) = 0.154 H-atom parameters constrained 

S = 1.02 
w   
where P = (Fo2 + 2Fc2)/3 

2952 reflections  < 0.001 

185 parameters = 0.17 e  

0 restraints =  

 
Table 2. Bond Lengths (Å) and Bond Angle (°) forC14H13NO3S 
 
C1 C2  1.393 (3) 
C1 C6  1.415 (3) 
C1 C8  1.445 (3) 
C2 C3  1.385 (3) 
C3 C4  1.388 (4) 
C3 C7  1.514 (3) 
C4 C5  1.367 (4) 
C5 C6  1.376 (3) 
C6 O1  1.354 (3) 
C8 N1  1.281 (3) 
C9 N2  1.277 (3) 

C9 C10   1.440 (3) 
C10 C11   1.400 (3) 
C10 C15   1.404 (3) 
C11 C12   1.381 (3) 
C12 C13   1.395 (4) 
C12 C16   1.499 (3) 
C13 C14   1.375 (4) 
C14 C15   1.381 (3) 
C15 O2   1.357 (3) 
N1 N2   1.404 (3) 
C2 C1 C6   117.9 (2) 
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C2 C1 C8   119.9 (2) 
C6 C1 C8   122.3 (2) 
C3 C2 C1   122.8 (2) 
C2 C3 C4   117.0 (2) 
C2 C3 C7   120.6 (3) 
C4 C3 C7   122.4 (3) 
C5 C4 C3   122.0 (3) 
C4 C5 C6   120.7 (3) 
O1 C6 C5   118.5 (2) 
O1 C6 C1   122.0 (2) 
C5 C6 C1   119.5 (2) 
N1 C8 C1   121.8 (2) 
N2 C9 C10   122.0 (2) 
C11 C10 C15   118.2 (2) 

C11 C10 C9   119.3 (3) 
C15 C10 C9   122.5 (2) 
C12 C11 C10   123.0 (3) 
C11 C12 C13   116.5 (3) 
C11 C12 C16   121.8 (3) 
C13 C12 C16   121.7 (3) 
C14 C13 C12   122.5 (3) 
C13 C14 C15   120.1 (3) 
O2 C15 C14   118.6 (3) 
O2 C15 C10   121.7 (2) 
C14 C15 C10   119.7 (2) 
C8 N1 N2   113.7 (2) 
C9 N2 N1   113.9 (2)

 
Table 3. Torsion angle [°] 

 
C6 C1 C2 C3   
C8 C1 C2 C3  178.2 (2) 
C1 C2 C3 C4  0.3 (4) 
C1 C2 C3 C7  179.6 (2) 
C2 C3 C4 C5  0.2 (4) 
C7 C3 C4 C5   
C3 C4 C5 C6  0.7 (4) 
C4 C5 C6 O1  178.5 (2) 
C4 C5 C6 C1   

C2 C1 C6 O1   
C8 C1 C6 O1  2.1 (4) 
C2 C1 C6 C5  2.3 (4) 
C8 C1 C6 C5   
C2 C1 C8 N1  178.2 (2) 
C6 C1 C8 N1   
N2 C9 C10 C11  179.4 (2) 
N2 C9 C10 C15  2.0 (4) 
C15 C10 C11 C12  1.3 (4) 

C9 C10 C11 C12   
C10 C11 C12 C13   
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Fig (2). Molecular structure of 1, 2-Bis (2-hydroxy-5-methylbenzylidene)-hydrazine. 
 Displacement ellipsoids are drawn at the 50% probability level.  
 
 
Table 3. Hydrogen-Bond Parameters (Å, °) forC14H13NO3S 
D H···A                D H           H···A              D···A                D H···A 
O2 H2A···N2  0.82  1.91  2.635 (3)  146 
O1 H1···N1  0.82  1.93  2.646 (3)  145 
C5 H5···Cg1i  0.93  2.84  3.519 (3)  130 
C14 H14···Cg2ii  0.93  2.85  3.519 (3)  130 
 
Symmetry codes: 

 
 

 
 
 
 
 
CONCLUSION 

The molecule 1,2-Bis (2-hydroxy-5-methylbenzylidene)-hydrazine was prepared as 
single crystals at room temperature and characterized by X-ray crystallography. The C16 H16 

N2 O2 crystal structure shows the formation intramolecular O-

H1 N1 and O2-  This interaction generates a twelve membered ringwith  S(6) 
graph-set motifs [12]. The crystal structure also exhibits weak intermolecular C-
interactions which forms a three dimensional network. 
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IMPACT OF ALUMINUM DOPING ON CUO NANO CLUSTER 
PROPERTIES: A DFT ANALYSIS 
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Abstract:  

Density functional theory is used to optimize realistic nanostructures, including 
copper oxide and aluminium substituted copper oxide ring, cube, and sheet clusters, in order 
to investigate structural stability. Using the LanL2DZ basis set and the B3LYP exchange 
correlation function, the planned nano clusters are optimized. Vibrational analysis, estimated 
energy, and binding energy are used to assess the stability of nano clusters. Ionization 
potential, dipole moment, HOMO-LUMO gap, and electron affinity are among the other 
parameters that are computed and the outcomes described. The outcome will provide 
information on how to customize the most stable nano clusters, which are crucial for 
engineering applications. 

 

Keywords: CuO, Nano cluster; HOMO-LUMO; binding energy. 

 

1. Introduction 
Recently, research organizations have been working extensively on customizing the 

characteristics of copper oxides. Copper is easily oxidized and has numerous potential uses 
in sensors, optoelectronics, solar cells and catalysts. The chemical alteration of the valence 
band gives information on the p-type conductivity of Al doped copper oxide. .  Additionally, 
the great transparency in the visible region and other features of CuXO.Among the p-type 
semiconductors, CuO has a band gap between 1.2 and 1.8 eV [1,2]. One of the essential 
technologies for enabling p-n junction-based oxide devices, including diodes, transistors, 
and light-emitting diodes, is the development of p-type transparent conducting oxides. 
Since CuO and Cu2O materials are generally recognized as p-type semiconductors, they 
may be helpful in the construction of junction devices like PN junction diodes [3]. Copper 
oxide has been used as as solid state gas sensors and microwave dielectric materials in 
addition to photovoltaic systems [4,5]., and these materials have also been used as an 
electrode material for lithium batteries [6,7]. The production of CuAlO2 thin films that 
exhibit both p-type conductivity and great transparency has reignited interest in delafossite-
like compounds, which are known to have intriguing luminescence properties and find uses 
in catalysis [8]. The current work reports the structural stability and electrical characteristics 
of various realistic configurations of CuOnano clusters. 

2. ComputationalDetails 
The different structures of CuO and Al-CuO (Al-CuO)are geometrically optimized 

-parameter hybrid functional 
combined with Lee-Yang-Parr correlation functional (B3LYP) method optimized with 
LANL2DZ basis set[10-12].HOMO-LUMO gap calculations for different 
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geometricallyoptimizedCuO and Al-CuO clustersare carried out usingGauss sum 3.0 
packages[13]. Usually in quantum chemical calculations, the 
pseudopotentialapproximation [14] is used to replace thecomplex effects of bound 
electrons in the atoms and the effective potential ofthe nucleus will have a 
modifiedpotential term. Looking at the point group, except CuO ring1 cluster all other 
clusters belongs to C1 symmetry group. 

3. ResultsandDiscussion 
3.1 StructuralstabilityofCuOandAlsubstitutedCuOnanoclusters 

The different structures, such as CuO ring and cubeclusters and Al-CuOring,cube, and sheet 
structures are optimized.The optimizedstructuresofCuOand Al-CuOisshowninFigure.1. The 
optimizedbond lengthfor all among in the entire structure is almost equal to 2.0 Å. 

 
Figure.1.The optimized structures of CuO and Al substituted CuO clusters 
 

The calculatedenergy,dipole moment andthe point 
groupsymmetryofoptimizedclustersaretabulated in Table 1. Having observed the point group, 
all the nano clusters possess that C1 symmetry except CuO ring1which lies on CS symmetry. 
The ring and cube structures of CuO show an increasingtrend in the energy value 
withincrease inthe number of atomsresultingincreaseinstability. Whenthenumber of 
atomincreasesin CuO structure, it leads to increase in stability.In the case of Al-CuO 
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structure, the stability decreases due to substitution of Al. However, the calculated dipole 
moment of different structures varies randomly with either increasing the number of atoms or 
substitution of Al atom that may be due to geometrical arrangement.From the obtained dipole 
moments of CuOnano clusters, the dipole moment for CuO ring2is found to be lowin the 
order of 0.5059 Debye which implies that the charge distribution are almost even.In the case 
of, Al-CuO clusters, the dipole moment varies indiscriminately, which has not produce any 
sequence of changes due to unbalanced charges 

 

Table.1Energy,PointsymmetryandDipolemomentofCuOandAlsubstitutedCuOnanostru
ctures 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2 ElectronicPropertiesofCuOandAlsubstitutedCuOnanoclusters 

The electronic properties of CuO and Al-CuO clusters are designed in terms of 
highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital 
(LUMO). The range of Density of States (DOS) (Fig.2) values provides perceptivityto 
density of charge along theFermilevel.Location of chargenear a Fermilevel withsmall 
HOMO-LUMOgapwillenableeasiermovement ofelectronstothe valance band.The study of 
the higher atomic structure of CuO and Al-CuO clusters unveil greater location of charge 

No. Structure Energy 
(Hartree) 

Dipolemoment(Debye) Pointgroup 

1 CuOring1 -5146.35 2.3356 CS 

2 CuOring2 -10292.60 0.5059 C1 

3 CuOring3 -2441.57 8.1019 C1 

4 CuOcube1 -1085.42 0.0142 C1 

5 CuOcube2 -1625.46 0.3159 C1 

6 CuOcube3 -2165.60 0.9824 C1 

7 Al-CuOring1 -693.21 1.8920 C1 

8 Al-CuOring2 -8027.36 4.6706 C1 

9 Al-CuOcube1 -692.84 5.0880 C1 

10 Al-CuOcube2 -1045.29 2.4770 C1 

11 Al-CuOsheet1 -1394.22 1.0800 C1 

12 Al-CuOsheet2 -1742.43 5.6690 C1 

13 Al-CuOsheet3 -2165.70 1.9840 C1 
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near the Fermi level.It should alsobe notedthatmore statesare seeninthe virtual orbital. 
Thismaydue toplacingof the atom gives rise to the localization of charge inthe virtual 
orbital. Table 2 shows the calculated HOMO-LUMO energies of CuO and Al-CuO 
clusters.Interestingly the HOMO-LUMO gap decreases with increasing the clustersize, 

From the Fig. it is observed that CuO ring1 and CuO ring3 clusters are exhibit alpha and 
beta energy bands due tospin up and spin down electrons.From the Table-2, in the CuO 
ring cluster the band gap variesarbitrarily with increase in number of atoms.For CuO cube 
cluster, increasing the number of atom results in decrease in theband gap. 

 

Table.2HOMO-LUMOgapofofCuOandAlsubstitutedCuOnanostructures 

 

No. Structure HOMO LUMO Eg No.of 
atoms 

1 CuOring1 -4.83 -3.00 1.83 6 

2 CuOring2 -4.31 -3.10 1.21 12 

3 CuOring3 -5.76 -4.71 1.05 18 

4 CuOcube1 -6.71 -4.83 1.88 8 

5 CuOcube2 -4.91 -3.37 1.54 12 

6 CuOcube3 -4.65 -3.53 1.12 16 

7 Al-CuOring1 -6.02 -3.72 2.3 8 

8 Al-CuOring2 -6.17 -3.73 2.44 16 

9 Al-CuOcube1 -5.83 -3.78 2.05 8 

10 Al-CuOcube2 -5.08 -3.12 1.96 12 

11 Al-CuOsheet1 -4.95 -2.98 1.97 16 

12 Al-CuOsheet2 -5.83 -3.01 2.82 20 

13 Al-CuOsheet3 -6.03 -3.40 2.63 25 

 

Figure.2 represents the HOMO-LUMO energy gap of CuO and Al-CuO clusters. 
In the case of CuOnanoclusters, the highband gapof1.88eVand1.83eVareobserved 
forCuOcube1 andCuOring1 clusters respectively. The higher band gap restricts the 
movement of electron from HOMO to LUMO that will not actively take part in electrical 
conductivity. 
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Figure.2 DOS,HOMO-LUMOenergydiagramofCuOandAl-CuO 

 

 

The CuO ring3 and CuOcube3 clusters have a low value gap of 1.05eV and 
1.12eV respectivelydue to increasing the number electrons that have an active involution 
in electrical conductions. InAl-CuO, the large HOMO-LUMO gapsimpliesthatthe 
structuresarechemicallyinert because itisunfavorable toaddelectronsto a high lying LUMO 
level or to remove electrons from a low-lying HOMO level[15, 16].In contrast the band 
gap increases with increasing the number of atom in Al-CuOclusterscomparable with CuO 
clusters. From the result, it is found when Al is substitutedin the CuOcluster; the energy 
gap increases which areresponsible for transparency for the material[17]. From table 2, the 
calculatedvalue of the energy gap shows thatall clusters lie in the category of 
semiconductors. 
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3.3 
IonizationPotentialandElectronAffinityofCuOandAlsubstitutedCuOnanoclusters 

The Ionization potential (IP) is the amount of energy required to remove one 
electron from the cluster and theElectron Affinity (EA) isthe amount of energy released 
when an electron isadded with that cluster [18, 19].In density functional analysis, 

20], the obtained HOMO value can be considered as IP 
and the LUMO value can be taken as EA. Figure.3 shows the variation of IP and EA with 
cluster size for different structures of CuO and Al-CuO clusters respectively. For 
CuOclusters, the observed maximum IP is 6.71eV is for CuOcube1 and the minimum IP is 
observed for CuO ring2which is4.31eV. 

 

Figure.3 VariationofIPandEAwithCuOandAlsubstitutedCuOclusters 

 

However, the IPof different CuOring structures varies randomly with increasing 
the number of atom.In the case of CuO cube structure, increasing the number of atoms 
results gradualdecrease in the IP value. ForAl-CuOnanoclustersthe observedmaximum IP 
isfor Al-CuOring2whichis6.17eV, having number of atoms16and the minimum IP is 
observed asAl-CuO sheet1 of4.95eV having the same number of atoms.Increase in Al 
atom entails the higher in energy due to the positioning of atom.The trend of IP for CuO 
and Al-CuO cubeclusters posseses a zigzag path.The high value of EA indicates that the 
cluster has an active involvement in chemical reactions.Among all the clusters, the CuO 
ring3 and CuO cube1 clusters have 4.71eV and 4.83eV respectively which are highly 
reactive. In the structure of Al doped CuO has a wide gap, which is chemically harder than 
the CuO clusters. 

3.4 BindingenergiesofCuOandAlsubstitutedCuOnanoclusters 

Bindingenergy(BE) isone of the parametersto analyze the stabilityof the cluster. 
The bindingenergy of an atomic cluster has been calculated from the following formula 
[21] 

BE=[[(n*E(Cu)+n*E(O)+n*E(Al)] n*E(Al-CuO)]/n 
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Wherenisthenumberofatoms,E(Cu)istheenergyofCopper,E(O)istheenergyofoxygen,E(Al)isth
e energy of Aluminum and E(Al-CuO) is the energy of Aluminum substituted Copper oxide 

in the cluster. 

Figure.4VariationofBE withCuoandAlsubstitutedCuO clusters 

 

Figure.4 showsthe variationof bindingenergywithcluster size ofthreedifferent 
structuresof CuO and Al-CuOnanoclusters. From the plot, it is seen that, among different 
structures,Al-CuO structures arehaving higher value of bindingenergies thanall CuO 
cluster and can be considered for higher stability. The maximum value of BE Al-CuOring2 
cluster is calculated for 0.4148eV and the minimum value is about -0.53675eV for CuO 
ring2. Eventhe number of atomsare same, the BE varieswithstructural formationof either 
enhancingthe number of atoms or increasing of Al atom. 

Conclusion 

The structures of the CuO and Al substituted CuO for its different structure like 
ring, cubeand sheet clusters were fully optimized withB3LYP/6-31G basis set with 
Gaussian 09Wpackage to find out its structural stability. The energy and dipole moment of 
geometrically optimized CuO and Al substituted CuO small clusters were found and 
discussed.Various parameters involved in stability calculation such as binding energy 
carried out forthe pure and Al substituted CuO clusters. From the calculated results, it is 
found that Al substituted CuO have greater stability compared with CuO clusters. 
Electronic properties such as HOMO-LUMO gap, ionization potential and electron 
affinity were calculated and discussed. 
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ABSTRACT 

This study presents a novel security framework that integrates blockchain technology and 
attribute-based encryption (ABE) to enhance the security of cloud-based digital document 
sharing. Traditional cloud storage systems face centralized vulnerabilities, including 
unauthorized access, plaintext exposure, and high computational overhead. The proposed 
model leverages blockchain's immutability for secure document transactions and ABE for 
fine-grained access control in a decentralized trust environment. InterPlanetary File System 
(IPFS) ensures data integrity and reduces redundancy through deduplication. Smart contracts 
facilitate automated compliance verification and dynamic access revocation, minimizing 
computational costs. Performance evaluations on the Ethereum network demonstrate a 30% 
reduction in encryption time, a 25% increase in key generation efficiency, 40% faster 
decryption, 20% lower revocation time, and consistent search performance. The framework 
outperforms existing models, making it suitable for high-security applications in healthcare, 
education, and government, offering scalability, resilience, efficiency, and robust privacy 
protection. 

Keywords: Cloud computing, document sharing, blockchain, attribute-based encryption, data 
storage. 

INTRODUCTION  

The advent of cloud computing has transformed how organizations store, access, and share 
data, offering scalable resources that can be adjusted according to business needs, thereby 
providing both flexibility and cost-efficiency [1][2]. However, with the growing volume of 
sensitive data stored and shared via cloud platforms, ensuring robust security measures has 
become increasingly complex [3]. Cloud-based systems face critical security challenges, 
particularly concerning data privacy, access control, and data integrity [4]. Traditional 
security solutions often fail to comprehensively address these challenges, especially in open 
or publicly accessible cloud environments [5]. Standard encryption techniques provide 
baseline security but often lack dynamic access control mechanisms and the ability to support 
secure multi-party data sharing. 
Centralized cloud service providers introduce additional risks, such as single points of failure 
and potential internal threats, thereby underscoring the need for a decentralized approach to 
data access management and security in cloud environments [6][7]. Blockchain technology 
has emerged as a promising solution to these challenges due to its inherent features such as 
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verifiable and permanent records of transactions significantly mitigates the risks of 
unauthorized data access and tampering [9][10]. 
This research is motivated by the limitations of existing cloud-based document sharing 
systems, which are prone to security threats including unauthorized access and data breaches. 
Integrating blockchain technology with attribute-based encryption (ABE) offers a 
decentralized, secure, and flexible framework for managing document access, addressing the 
limitations of traditional systems. 
The primary challenge this study aims to address is the lack of a secure, scalable, and 
efficient document sharing system in cloud environments. Current systems often sacrifice 
either security or performance and rarely support dynamic access control updates or 
regulatory compliance requirements.  
This study's objectives include designing and implementing a secure document sharing model 
that leverages blockchain and multi-authority ABE to enhance data security and user privacy. 
The model also aims to optimize data storage and retrieval processes, automate compliance 
with legal standards, and ensure transparent auditability. This innovative approach has the 
potential to revolutionize digital document sharing across sectors such as finance, healthcare, 
and government by providing a scalable, secure, and compliant system. 
The paper is organized as follows: Section 2 discusses the related works. Section 3 presents 
the proposed methodology, detailing the system architecture, encryption protocols, and 
storage optimization techniques. Section 4 evaluates the performance of the proposed system 
through simulations and real-world testing. Finally, Section 5 concludes the paper with a 
summary of findings and potential areas for future research. 

RELATED WORKS 

Ensuring controlled access to sensitive data and system resources is critical for any robust 
security protocol [11]. Blockchain technology is renowned for its trustworthiness, low 
operational costs, and high value proposition. Researchers have integrated access control 
mechanisms with blockchain to overcome the limitations of traditional centralized systems. 
For instance, a model in [12] manages lightweight Internet of Things (IoT) devices through 
blockchain, enabling secure updates, deletions, and access, but is not optimized for large-
scale file sharing. Another method ensures secure vehicle information sharing using a 
weighted model, though it lacks privacy considerations [13]. A blockchain-based digital 
certificate access control system in [14] introduces an identity authentication protocol without 
third-party signature verifications, using signature schemes to safeguard private data and user 
identities. 
Huo et al. [15] designed a blockchain-based IoT data sharing solution that removes the need 
for a trusted third party, employing symmetric encryption for detailed user access control. D. 
D. F. Maesa [16] implemented access policies in smart contracts for attribute-based user 

transparency. Combining ABE with cloud storage enhances data security, with CP-ABE 
ensuring secure data storage and controlled access [17][18]. Buchanan [19] employed 
blockchain and secret sharing via IPFS for unencrypted data storage, but user IP address 
exposure poses privacy risks. Proxy computing reduces CP-
fails to secure access policies, stored in plaintext. 
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To address access structure privacy in smart grid data sharing, J. Hur [20] proposed policy 
concealment and proxy decryption to minimize user decryption workload. L. Cao [21] 
developed a policy-hidden ABE system for keyword searches, mitigating keyword-guessing 
attacks, though not implemented on blockchain. A CP-ABE-based blockchain system with 
policy concealment was introduced in [22], employing homomorphic encryption for attribute 
matching but requiring significant computational resources. S. Qiu et al. [23] developed a 
searchable ciphertext system with cloud-verified results, while Miao et al. [26] proposed a 
multi-source cloud data search system using multi-authority attributes, increasing privacy but 
risking security bottlenecks due to complex authorization processes. Real-world adjustments 
to permissions and other factors may necessitate attribute revocation, addressed in [24]. Miao 
et al. proposed a multi-source cloud data search system based on multi-authority attributes 
(MAA) [26], which increases privacy but could also lead to security bottlenecks due to the 
extensive authorization processes involved. 

PROPOSED METHODOLOGY 

The proposed BCAIS (Blockchain, Cloud, and ABE-based Integrated System) combines 
blockchain technology, cloud storage, and multi-authority attribute-based encryption to 
provide a secure, scalable, and efficient framework for digital document sharing. BCAIS 
ensures decentralized trust management, fine-grained access control, and optimized data 
storage using IPFS, enhancing security and performance in cloud environments. A 
lightweight blockchain infrastructure serves as the backbone, managing transaction logs and 
document access records using a Proof of Authority (PoA) consensus algorithm, which 
minimizes computational overhead and processing time. The multi-authority ABE scheme 
ensures decentralized encryption, distributing trust and enhancing security by eliminating 
single points of failure. Each document is encrypted with specific attributes, granting access 
only to users with matching credentials, thereby supporting fine-grained access control 
essential for maintaining confidentiality and regulatory compliance in cloud-based systems. 
Documents are double-encrypted and stored on IPFS, a peer-to-peer protocol that enhances 
data integrity and optimizes storage through deduplication, reducing redundancy and 
improving storage efficiency. Smart contracts on the Ethereum blockchain manage document 
access, enforce audit controls, and facilitate dynamic credential updates, including revocation 
and renewal, ensuring continuous access management. Automated compliance checks are 
embedded within smart contracts to guarantee adherence to legal and regulatory standards 
during data-sharing operations. Figure 1 illustrates the workflow of the proposed 
methodology, highlighting the interaction between users, ABE, cloud storage, blockchain, 
and smart contracts within the system architecture. 

 
Figure 1. Workflow of Proposed Methodology 
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A. System Architecture 

The proposed system architecture integrates three key technologies: a lightweight 
blockchain network, a multi-authority attribute-based encryption scheme, and the 
Interplanetary File System for data storage. 
Blockchain Network: Utilize a lightweight blockchain with a Proof of Authority (PoA) 
consensus to manage document transactions and access logs efficiently. 
Encryption Mechanism: Implement a multi-authority attribute-based encryption to encrypt 
documents based on user attributes, enhancing privacy and access control. 
Data Storage: Use the Interplanetary File System for decentralized data storage, leveraging 
its unique content-addressable block storage model. 

B. Document Encryption and Access Control 

The document encryption and access control subsystem are foundational to ensuring secure, 
compliant, and efficient access to shared documents. This subsystem utilizes a multi-
authority ABE mechanism combined with blockchain-driven smart contracts for rigorous 
access control. 
Encryption Process 
The encryption process starts with the assignment of attributes to users by multiple trusted 
authorities. Each document is encrypted using a set of attributes that form a secure access 
policy. These attributes dictate the encryption parameters and define who can decrypt the 
document. The multi-authority ABE setup decentralizes the trust, enhancing security by 
spreading the encryption authority across multiple entities rather than relying on a single key 
generator. 
Smart Contracts for Access Control 
Access control is managed through smart contracts deployed on the blockchain. These 
contracts autonomously enforce access policies by verifying user attributes against the 

art 

match, the contract permits access by allowing the decryption process; if not, access is 
denied. 
Integration with Blockchain 
The integration of this encryption and access control mechanism with blockchain technology 
ensures that all access transactions are logged immutably. This not only facilitates a 
transparent and auditable trail of who accessed what and when but also prevents unauthorized 
access and modifications to the access control logic. 

C. Storage Optimization 

The storage optimization component of the system architecture leverages the IPFS to enhance 
the efficiency and reliability of data storage. IPFS is chosen for its decentralized nature, 
which avoids the pitfalls of centralized storage systems and improves resilience against data 
loss and tampering. 
Data Deduplication 
To optimize the storage space and network bandwidth, the system implements data 
deduplication techniques within IPFS. This process involves identifying and eliminating 
duplicate instances of data across the network. By storing only unique data blocks, 
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deduplication significantly reduces the overall storage requirements and enhances retrieval 
efficiency, which is particularly beneficial in environments with extensive document sharing. 
Encrypted Sharding 
Further enhancing the storage capabilities, the system employs encrypted sharding. 
Documents are split into smaller, manageable pieces, or shards, which are then encrypted 
individually. This method not only secures the data but also allows for parallel processing 
and distribution across multiple nodes in the network. Sharding makes the system highly 
scalable, enabling it to handle large volumes of data without performance degradation. 

D. Compliance and Audit Mechanisms 

The compliance and audit mechanisms are crucial for ensuring that the system adheres to 
legal and regulatory requirements, while providing a transparent and verifiable audit trail of 
document interactions. 
Smart Contracts for Compliance 
The system uses smart contracts to enforce compliance automatically. These contracts are 
programmed with specific regulatory requirements that must be met for document access and 
sharing. When a document is accessed or a transaction occurs, the smart contract checks these 
actions against the compliance rules embedded within it. If the action violates a rule, the 
transaction is automatically blocked, ensuring that the system always operates within legal 
boundaries. 
Immutable Audit Trail 
All transactions related to document access and sharing are logged on the blockchain, 
providing an immutable audit trail. This record is crucial for audits as it cannot be altered or 
deleted, ensuring complete transparency and accountability. The audit trail includes detailed 
logs of who accessed what documents, when, and under what permissions, allowing 
organizations to easily review and verify compliance with internal policies and external 
regulations. 
Algorithm: ABE and IPFS 
Initialize_Blockchain(): 
    Setup network parameters, nodes, and validators for PoA consensus 
    Deploy smart contracts for transaction management and access control 
Generate_Keys(Attributes, Authorities): 
    for each authority in Authorities: 
        PK, SK = Generate_Public_Private_Keys(Attributes) 
        Store Keys(PK, SK) 
Encrypt Document(Document, Access Policy, PK_Set): 
    Ciphertext = ABE Encrypt(Document, Access Policy, PK_Set) 
    return Ciphertext 
Store_Document_IPFS(Ciphertext): 
    Doc_Hash = Generate_Hash(Ciphertext) 
    IPFS_Address = Upload_to_IPFS(Ciphertext, Doc_Hash) 
    return IPFS_Address 
Request_Access(User_Attributes, Doc_ID): 
    if Verify_Access(User_Attributes, Doc_ID, SmartContract) == True: 
        Ciphertext = Retrieve_from_IPFS(Doc_ID) 
        return Ciphertext 
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    else: 
        return Access_Denied 
Decrypt_Document(Ciphertext, User_Keys): 
    if Validate_Attributes(User_Attributes, AccessPolicy) == True: 
        Document = ABE_Decrypt(Ciphertext, User_Keys) 
        return Document 
    else: 
        return Decryption_Failed 
Audit_Transaction(Transaction_Details): 
    Log = Generate_Transaction_Log(Transaction_Details) 
    Store_Log(Blockchain, Log) 
    return Transaction_Confirmed 
Results and Discussions 

The figure 2 shows that all methods demonstrate an increasing trend in encryption time as the 
number of attributes increases, which is expected since more attributes generally complicate 
the encryption process. The BCAIS (proposed method) starts with the lowest encryption time 
and maintains its lead, indicating it is the most efficient among the compared methods. The 
Garima [25] method exhibits similar performance to the existing PPA [28], MAA [26], and 
FGA [27] methods but is slightly outperformed by the BCAIS. 

 
Figure 2: Encryption Time vs. Number of Attributes 
In the figure 3, GenKey time, related to the generation of cryptographic keys, follows an 
upward trend with an increase in attributes for all models. The BCAIS method showcases a 
competitive edge with the lowest key generation times across the board, suggesting that its 
underlying algorithm is more efficient in handling increasing attribute counts. 
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Figure 3: GenKey Time vs. Number of Attributes 

Search time is crucial for the practicality of a security model. The graph 4 indicates that the 
BCAIS method significantly outperforms others, maintaining a flat and minimal search time 
regardless of the number of attributes. This efficiency could be attributed to an optimized 
indexing or a more effective search algorithm within the encrypted domain. 

 
Figure 4: Search Time vs. Number of Attributes 

Decryption time is essential for user experience. In the figure 5, the BCAIS method 
consistently demonstrates the lowest decryption times, even as the number of attributes 
grows. This suggests that the BCAIS method can efficiently handle attribute-based 
decryption, which is favourable for environments where quick data retrieval is necessary. 

 
Figure 5: Decryption Time vs. Number of Attributes 
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In the figure 6, Revocation time is key in dynamic systems where attributes of users can 
change frequently. The proposed BCAIS method again shows superior performance, with 
revocation times rising gently in comparison to other methods. This indicates that the BCAIS 
method can efficiently update or revoke user attributes without significant performance 
degradation. 

 
Figure 6: Revocation Time vs. Number of Attributes 

Overall, the BCAIS method outperforms the PPA, MAA, FGA, and the method represented 
by Garima [25] across all metrics tested. This superior performance, particularly in 
maintaining low operational times irrespective of the increasing number of attributes, 
underscores its potential for scalable and efficient document sharing security in cloud 
environments. The consistent efficiency across different performance metrics indicates that 
the BCAIS is likely to offer a balanced approach to document security, making it well-suited 
for systems where many user attributes are in play, and there is a need for rapid data 
processing and turnaround. 

CONCLUSION 

The comparative analysis of security models for digital document sharing in cloud 
environments demonstrates the significant advantages of the proposed BCAIS method over 
traditional models such as PPA, MAA, FGA, and Garima [25]. The BCAIS method shows 
superior performance in encryption, key generation, search, decryption, and revocation times, 
maintaining efficiency even as the number of attributes increases. Consistent search and 
decryption times highlight its suitability for real-time applications requiring rapid data access, 
while efficient revocation handling ensures adaptability in dynamic environments with 
frequently changing user roles. This research offers a scalable and robust security model that 
addresses attribute management and performance bottlen

-grained access control. Future research can enhance the 
model by integrating edge computing, AI-driven security management, multi-layered 
encryption strategies, and quantum-resistant algorithms to further improve its resilience 
against emerging cyber threats. 
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ABSTRACT 

Importance of protocols to information communication from one entity (Computer, router, 
person, etc) to another cannot be over emphasized. In this explorative research we 
examine various definitions of protocols and their implication in a computer network 
where information in form of texts, images, videos and voices may need to be transmitted 
from one end to another. A comprehensive review of the fundamental functions of 
protocols and requirements for their implementation are discussed. Of particular interest is 
the relationship between the Open Systems Interconnection (OSI) model and protocols. It 
is stressed that the OSI reference model or any other reference model are not protocols but 
have strata of layers, each of which is implemented by defined protocols. A table that 
illustrates the functions of each of the seven layers of OSI reference model and the 
corresponding protocols for their implementation is presented. Data flow within the 7 
layers of the OSI model is clearly depicted with illustration of the obvious 
increase/decrease of overhead as data flows from Application layer down to the physical 
layer and vice versa. In this work we establish the rationale for the overwhelming 
acceptability of TCP/IP reference model over the OSI model for computer network data 
communication.. 

Keywords: Data Flow, Entity, Layers, Overhead, OSI model, Protocols, TCP/IP model 

INTRODUCTION 

A communication protocol is a set of conventions governing the format and control of 
interaction among communicating functional units e.g. for system-on-chip memory, floating 
point arithmetic unit a
set of rules governing the exchange of data between a transmitter and a receiver over a 

-upon or standardized 
method for transmitting data and/or establishment of communications between different 
devices. 
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protocol can be formally defined as a set of rules, conventions and data structure which is 

conventions or rules cover communication synchronization, semantics and syntax, 
packaging of data into messages to be transmitted and received at the other ends. It also 
involves means for identifying, controlling and making connections and transfer of data 
from one end to another. 

Some of the concerns in network protocols include issue of fast data transmission, data 
security and error free delivery of data between two communicating entities. Protocols 
implementation is either one or combination of the following: firmware, software or 
hardware. Some of the essential functions performed by protocols according to 
Lloret_Mauri [3] are: 

- Need for a common language for all the cooperative devices. 
- Medium sharing with other devices. 
- Modality for message starting and ending. 
- Modality for message sending and receiving. 
- Need to negotiate characteristics of various connections. 
- Identification of medium for data transmission. 
- Priority establishment and Encapsulation. 
- Flow control, sequencing and handshaking. 
- Termination of the session and/or connection. 
- Multiplexing, Security and privacy, data compression and routing. 
- Procedures on formatting and segmenting a message. 
- Rectification of error spertaining to wrongly formatted or corrupted. 
- Prompt detection of loss of connection. 
- Acknowledgement of message. 

algorithm allows one to specify or understand a computation without knowing the details of 
a particular CPU instruction set. Similarly, a communication protocol allows one to specify 
or understand data communication without depending on detailed knowledge of a particular 
vendor's network ha

between transmitter and receiver   

As stated by Green [6] and Stallings [7] there are three elements in network protocols: a) 
-

formatted form; b) semantics stands for the series of requests made, actions taken and the 
responses by the parties involved in the communication; c) timing specification for the 

functions that a computer network and its components should perform is its architecture. 
Exactly by what software code or hardware these functions are actually performed is the 



 
M ARUTH U PAN DIYAR CO LL EG E,  T HANJAV UR  NC ID A-2K 2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 393 
  

 

foregoing is that there must be understandable protocol before two or more entities 
(persons, computers, etc) can communicate effectively together. Implication of this is that 
only persons, computers or equipment with only agreed or installed protocols could 
communicate together. This further means that only communication devices from same 
vendor would be able to communicate. 

In order to make it possible for communication equipment from any source or vendor to 
communicate with any other in a computer network (i.e. interoperability), the International 
Standards Organization (ISO) in 1978 developed an Open Systems of Interconnection (OSI) 
Model. With this development, communication equipment from any manufacturer that is 
compliant with the standard can be used interchangeably. Hence, major benefits of open 
systems of communication are broad availability of equipment, involvement of several 
vendors in manufacture, ease of integration with other components and reasonably low 
prices.OSI is primarily a structure for management of data communication that breaks data 
communications down into a hierarchy of manageable seven layers. The model framework 
clearly defines the functions or services that each of the seven layers provides [8]. 

SI Reference Model  The ISO Model of 

standards in order to grasp its underlying principles. Prior to development of OSI model, 
TCP/IP Protocol architecture has been in existence and it is being still widely used for 
internet communication devices. Highlight of specific layers of each of the two models 
follows. 

METHODOLOGY 

The research approach adopted in this work is to consult various literature on the subject 
such as pertinent online and printed journals, textbooks and oral discussions with 
colleagues and lecturers on the subject. Using these resources, the following are deduced. 

 

 Open Systems of Interconnection (OSI)Model 
The OSI consists of seven layers as shown in fig. 1 and illustrated along with expected 
functions of each layer in Table 1. As shown by the vertical bidirectional arrows in fig. 1, 
each layer renders specific layer to the layer above it and receive service from the layer 
below it. The horizontal bidirectional arrows that stretch from one side of the figure to the 
other represent the protocols required for packets/frames communication from the entities 
at one end with those at the others (Fig. 1.). Table 1 shows the services standards and the 
protocols interaction from one layer of an entity to the corresponding layer on the other 
entity. As stressed by Tanenbaum and Wetherall [10], while services relates to the 
interfaces between layers, protocols relate with packets sent between peer entities on 
different machine. In summary three concepts are central to OSI model: i) Services, ii) 
Interfaces and iii) Protocols. 
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The Seven Layers of OSI Model 

Starting from the bottom, the layers are briefly described as follows: 

Physical Layer 

This layer contains the standards that control data stream transmission over specific 
medium, at the level of modulation methods, coding, signal durations, voltages and 
frequencies. It is concerned with transmission of bits across the medium (communication 
channel) with ultimate end of ensuring that the transmitted and received that are the same. 
However due to the characteristic of most media, distortion or loss still remains a challenge 
(Fig. 1 and Table 1). 

Data Link Layer 

Here, the standards that specify the way the transmission medium is shared and access by 
devices (Media Access Control  MAC) in order to guarantee reliability of the physical 
connection, that is, the Logical Link Control (LLC). Its tasks are three-fold: a) masking of 
the transmission errors from other layers, b) regulating the traffic on the network such that 
congestion is minimized and c) control of access to the shared channel  Medium Access 
Control mentioned earlier. 

The Network Layer 

This layer comprises the standards that concern network connections management such as 
routing, terminating of connection between nodes and relaying(Table1).Functions of this 
layer can be summarized into determination of how packets are routed from source to 
destination, handling of congestion in collaboration with the layers above and resolve of all 
network bottleneck that could hinder interconnection of heterogeneous networks. Routing 
problem are simple generally in broadcast networks, hence the network layer is either thin 
or completely absent. 

Transport Layer 

The layer contains standards necessary to ensure that data transfers are reliable, taking care 
of dataflow control, recovering of errors and ensuring successful arrival of all data packets. 
Transport layer accepts data from the layer above it, split into smaller units if necessary, 
passes these to the layer below  the network layer and ensures that the pieces are safely 
delivered at the destination. The layer is responsible for error-free point-to- point channel 
transport connection that delivers bytes or messages in order of their transmission. While 
the transport layer as an end-to-end layer carries data through from source to destination, 
the lower layers below it each protocol is between an entity and its immediate neighbours 
and not between the source and the final destination that may be separated by several 
routers [10]. 

Session Layer 
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These standards manage the communication between the presentation layers of the source 
and the destination  the sending and receiving entities. Communication between the 
entities is achieved through the establishment, management and termination of the sessions. 
Among the services of session are control of dialog, management of tokens and 
synchronization. 

The Presentation Layer 

These are standards that control the translation of incoming and outgoing data from one 

information being transmitted. 

The Application Layer 

The Layer specifies standards for service provision to the application software such as 
 

Most protocols used on the internet are contained in the application layers. Examples are 
HTTP (Hypertext Transfer Protocol)  the backbone of World Wide Web, Network News, 
electronic mail and file transfer protocols (Table 1). 

OSI Model Message Passing and Headers 
As depicted in fig. 2, the message emanates from the source computer and passes from the 
very top layer which is the application layer down to the lowest layer, the physical layer 
where it is transmitted through the physical medium. Along the path from the application 
layer, header is added to the message. Application layer adds AH (Application Header). 
This moves to the Presentation layer where PH (Presentation Header is added. At the 
session layer, SH (Session Header) is added. This followed by Transport Layer where TH 
(Transport Header) is added. At Network layer NH (Network Header)is attached, then Data 
Link Layer DHTable1: The Seven Layers of the OSI Model 
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Source:Rackley[11] 

 

 

Fig. 1: The OSI Reference 
Model 

    Source: Tanenbaum and 
Wetheral[10] 
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               Fig:2 :OSI Message Passing  

               Source: Reynders and Wright 
[12] 

1. Thenumberoflayersisdirectlyproportionaltothetimeittakestotraversetheentirelayersfrom
the Application layer to the Physical layer. 

2. Thecontrolheadersandtailersincreaseasthelayernumberincreasessoalsoistheoverhead. 
 

The TCP/IP Reference Model 

TCP/IP Protocol Architecture, TCP/IP Protocol Suite or TCP/IP Reference Model are 
synonymous and refers to a large collection of protocols which have been published as 
Internet standards. The protocol suite is a result of research funded by U.S.A. Defense 
Advanced Research Projects Agency (DARPA) in early 70s. [7], [10]. 

The model as explained by Braden [13] is depicted in fig. 3. It comprises 4 layers. 

network characteristics  e.g. bandwidth, delay, packet loss, packet reordering and 
maximum packet size. Another objective is robustness against failure of individual 

system intercon

their functions are: 

Application Layer 

It is the top layer of the reference model. It combines the functions of the two top layers  
Presentation and Application  of the OSI reference model. 

Transport Layer 

The layer provides communication services in end-to-end for the applications. The two 
protocols that currently implement the transport layer are Transmission Control Protocol 
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(TCP) and User Datagram Protocol (UDP). The former is a reliable connection-oriented 
transport service providing end-to-end reliable, re- sequencing and flow control. UDP is, 
however, connectionless transport service. 

 

Fig:3: TCP/IP Reference Model 

Internet Layer 

Internet Protocol (IP), implemented in this layer is used by all internet transport 
protocols to convey data from source host to destination host. As IP is connectionless, it 
does not an end-to-end delivery. Its datagrams might arrive at the host destination damaged, 
out of order, duplicated or not delivered at all. When reliable service delivery is required, 
the layer above IP is called upon.  
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Link Layer 

A Link layer or media-access layer protocols are implemented by a host in order to 
communicate on the network directly connected to it. There are various types of link layer 
protocols according to different types of networks. Fig.4 compares the OSI Reference 
Model with the TCP/IP reference Model. Differences are found in Presentation, Session and 
Physical layers that are in the former but absent in the latter. Fig. 5 is a more elaborate 
version of fig. 4, showing the various protocols being implemented on each layer of the 
TCP/IP protocol suite. 

       

 

Fig.4: The TCP/IP Reference Model compared with 
OSI Model       

              Source: Tanenbaum and Wetheral [10] 

 

Fig.5:The TCP/IP Protocol Suite with the OSI reference model on the left 
for comparisons  

                                          Source: Cooper and Piumarta [14] 

DISCUSSIONS 

One of the major results of this research is the reinforcement of the significant role played 

cannot be useful 
computer programming without good algorithms in place, so also is protocols to 
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communication. It simple WAY may take any of three form combination: firmware, 
software or hardware. 

It is observed that there are more protocols for implementing the application layer than 
others. Examples of these protocols are HTTP, FTP, SNMP, POP3 and SMTP. This is 
followed by the link layer with examples of ARP, IEEE 802.3 and wireless (Table 1). 

Also the following facts emerge: 

a The number of layers is directly proportional to the time it takes to traverse the entire 
layers from the Application layer to the Physical layer. 

b Thecontrolheadersandtailersincreaseasthelayernumberincreasessoalsoistheoverhead. 
c The larger the size of the control message and the message combined, the greater 

the medium bandwidth consumed. This in turn impacts on the network 
performance. 

As depicted in fig. 4 the TCP/IP reference model has only 4 layers as against the 7 layers of 
OSI model. This has the implication of lower overhead for TCP/IP in comparison with the 
OSI model. With these fewer number of layers it is still able to achieve two fundamental 
objectives of the internet design such as tolerance of network characteristics  e.g. packet 
loss, packet reordering, bandwidth, delay and network robustness against failure of hosts, 
individual networks and gateways. 

CONCLUSION 

The significance of protocols, the need for reference models and the wide 
acceptability of the TCP/IP protocol suite over other reverence models has been established. 
This is so because of its application to the internet. While there are industrial process 
protocols such as Mode bus and DNP 3 used in Supervisory Control and Data Acquisition 
(SCADA) with only three layers, these functionalities are limited to the process control, 
especially field devices. 
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Abstract 
The concept of Cloud Computing has been distinguished as one of the major computing 
models in recent years. Cloud computing has become a great innovation that has important 
consequences not just for services on the internet but also for the entire Information 
technology (IT) market. Its emergence aims to optimize on-demand technology, hardware and 
information provisioning as a service, reaching the economy of scale in the distribution and 
operation of IT strategies. A great deal of cloud computing research has been concerned over 
some obstacles and challenges that rely upon behind the lure of cloud computing 
Keywords: 
Cloud Computing; Information Technology; cloud security; challenges; service availability. 
 
Introduction 
The Cloud computing has now been considered as one of the best computing paradigms in 
the field of information technology in recent years. That happened as a result of advances in 
existing computing paradigms which include parallel computing, grid computing, distributed 
computing, and other paradigms of computing. This computing offers its consumers three 
basic service models: SaaS, PaaS, IaaS. The Software as a Service (SaaS) is mainly intended 
for end-users who have to use the software as part of their everyday actions . The Platform as 
a Service (PaaS) is intended primarily for developers of applications that need platforms to 
build up their software or applications. The Infrastructure as a service (IaaS) is primarily 
intended for network architects requiring development resources. Further, each of the prior 
customers has their concerns about flaws in cloud computing and challenges that could 
prevent them from achieving their goals             
                        
The cloud provider is responsible to maintain and manage information over the cloud storage. 
Securing the information is obviously one of the cloud provider's primary goals [5]. Now the 
information security is provided as a magnificent aspect of adapting any innovation. 
Although maintaining security will result in this technology's tremendous popularity, 
undermining it can lead to the catastrophic reality that can lead to the technology being 
abandoned. Standards and policies have been set in place since the early days of grid 
computing to conquer any threat, vulnerability that violates information securities. 
The Cloud does have a range of features, with the major ones becoming 

1) Virtual Infrastructure: Provides a virtualized technology platform that allows physical 
resources, processing, and network capabilities to have been virtual. Whatever the 
deployment structure, cloud technology aims to make the most of the available 
technology across a number of participants. 
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2) Dynamic procurement: Enables provider requirements based on current demand 
criteria. It is done automatically by software technological advances, allowing service 
capability to be expanded and contracted as required. Its dynamic scaling must be 
achieved while maintaining high levels of security and reliability. 

3) Network Access  Allows Internet access from a wide range of devices, such as PCs, 
laptops and mobile devices. The cloud-based service deployments include anything 
from the use of business applications to the latest application on the latest smart 
device. 

4) Network Access  Allows Internet access from a wide range of devices, such as PCs, 
laptops and mobile devices. The cloud-based service deployments include anything 
from the use of business applications to the latest application on the latest smart 
device. 

 

 
 
Security paradigms for cloud computing 
In general terms, security is a vast issue that must be dealt with from a variety of 
perspectives. Different parties participating have different objectives within the cloud 
framework. Consequently, their concerns regarding threats and vulnerabilities in the cloud 
environment can be varying. These issues may also be eased or exacerbated depending on the 
delivery model being introduced. 
Deployment models 
Throughout cloud computing, multiple application models may be deployed on the service 
models mentioned earlier. Such specific deployment models can be used based on their nature 
of delivery which depends on the location of the cloud service as follows. 
Public cloud 
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Most services are offered in a public environment in which consumers can access a resource 
pool that is managed by a host corporation . Because of its existence, this type of 
environment will pose important concerns regarding security issues 
Private cloud 
A third party vendor provides the services which distinguish it from public accesses . 
Therefore it is better than the previous development model because it prevents unauthorized 
access. 
Community cloud 
The cloud services are provided to a specified group where all members are entitled to equal 
access to the sheared services. 
Parties participated in cloud 
Security has been seen as a popular barrier towards adopting the cloud model of internet 
realism. Because the cloud environment is a distributed infrastructure that can be accessed 
anywhere in the world in its resource storage and control, several concerns have been raised 
about its limitations, security concerns and difficulties . 
There are three major groups that have been able to participate in cloud: 
Service providers: : Its issues might be heightened over the public and hybrid cloud whereby 
issues relating to unauthorized access and cyber-attacks can undermine thequality of service. 
Service consumers: Information protection and quality of service issues might be the subject 
of their concerns. Specifically, their issues concern the provision of infrastructureand 
interoperability . 
Service regulators: The issues might be focused on violation of service quality-related 
activities. Therefore, interoperability problems will significantly affect it. This is reasonable 
to assume that all of the above-mentioned party's issues may be associated and linked with 
the other participants. 
Service Availability & Interoperability 
Cloud computing users are expecting the quality of service that means providers are obliged 
to prevent even a failure on a single point. Therefore, the providers are compromising 
customer satisfaction which affects their credibility. Because cloud computing such an active 
environment, consistency of service may be highly alert, particularly with consumers moving 
from one service provider to the next. 
Service availability 
In particular, a service provider must consider the possibility that critical information will not 
be available when appropriate. The absence of information may be the result of physical or 
non-physical faults. Requirements of the region, regulatory regulations, business 
requirements may trigger these information blackouts. This blackout may also be caused by a 
faulty tool, suspicious attacks or glitches in the software. Whereas the odds of disappearing 
the above reasons may be trivial, suppliers should not ignore it. 
Service interoperability 
This implies the potential of a community of service providers to exchange and manage 
information in accordance with agreed standard rules. This applies, from a consumer 
perspective to the ability to move between service providers and not to be placed in an 
exclusive cloud service. Maintained customers continue to be surprised by the temptation of 
freedom to move between the cloud providers. Moreover, moving from one cloud provider to 
another is a rigid process for it, because of the lack of cloud computing principles 
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4. Cloud Security Challenges 
The following are the challenges for cloud security; 
Denial of service attack: 
A key innovation concept behind such attacks is coordination between various sources to 
bring down targeted service providers by producing huge amounts of packets at the entry of 
the victim's network. If it comes to separating the illegitimate packet from the legitimate 
packet, confusion occurs. Clearly, these attacks involve time cooperation, where 
inexperienced hackers may cause them. Prevention of such attacks can be dealt with using 
different tools. The intrusion detection system is one of these technologies. This is a software 
that shows its effectiveness particularly when the period of the attack is long. Currently, 
efforts are made to create new innovations for detecting hybrid intrusion that can maintain a 
range of threats 
Service hijackings: 
This is an overlooked problem that provides a marginal challenge, but it may undermine 
customer credentials. The Intruders aim to target a vulnerability in software or utilize defined 
software to access sensitive information such as passwords and identities of users. This would 
result in attackers gaining full control of the cloud service and putting it in danger. 
Virtual machine attacks: 
Because cloud infrastructure is entirely built on the virtualization concept, cloud providers 
must implement virtual machine architectures. Another more technology is a hypervisor that 
is responsible for running and handling the virtual machine. The weakness of hypervisors 
must be critically considered by service providers. Ultimately, developers who are conscious 
of their limitations and how to overpass them have built and coded such technologies.  
Discussion 
       The cloud environment guarantees the influence of shared resources for its end users. 
Cloud provider utilizes multitenancy to arise the concept of sharing. Cloud providers 
preferably maintain network infrastructure, storage facilities, and application software that 
promote reliability, performance, and usability. Such a sharing of resources could 
compromise information security, integrity, and confidentiality. For the execution of this 
process, a server placement engine will be deployed to maintain a pool of resources available 
and dispense it to clients. Resource distribution is done by means of a migration technique to 
relocate services from a physical entity to the next entity or from a logical cloud to the next 
cloud to meet the tenant's satisfaction. In practice, these intense demands could lead to 
confidentiality concerns. Cloud providers must ensure that the necessary legal and security 
aspects within the placement engines are enforced to mitigate the above risk. This will stress 
the preservation of knowledge within the property of owners. Moreover, due to its technical 
and operational requirements, some of these risks escalated overcloud. Such risks could be 
mitigated by using a reliable encryption technique to secure transit data. The cloud providers 
must fundamentally enforce a reliable backup plan with a remote replication of most critical 
data. The robust access control can be implemented to prevent confidential data. Furthermore, 
cloud providers should clean up persistent information before they dispense it into the 
collection. 
 Conclusions 
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        Information technology has been evolutionary progressing and leading to the concept of 
cloud technology. This identified as one of the major computing models, in which the interest 
of several educational and industrial organizations in the research on the successful paradigm 
increased. However, there is also an interesting question about security threats and problems 
that depend on cloud computing's attraction. Because the cloud architecture is based on a 
distributed framework, inheriting those threats and vulnerabilities that are relevant to 
distributed concepts would then be usual. Moreover, almost all of those risks over the cloud 
concept have strengthened. Problems related to the effects of the inaccessibility of the data 
have been addressed in this article. 
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ABSTRACT 
 
Importance of protocols to information communication from one entity (Computer, router, 
person, etc) to another cannot be over emphasized. In this explorative research we examine 
various definitions of protocols and their implication in a computer network where 
information in form of texts, images, videos and voices may need to be transmitted from one 
end to another. A comprehensive review of the fundamental functions of protocols and 
requirements for their implementation are discussed. Of particular interest is the relationship 
between the Open Systems Interconnection (OSI) model and protocols. It is stressed that the 
OSI reference model or any other reference model are not protocols but have strata of layers, 
each of which is implemented by defined protocols. A table that illustrates the functions of 
each of the seven layers of OSI reference model and the corresponding protocols for their 
implementation is presented. Data flow within the 7 layers of the OSI model is clearly 
depicted with illustration of the obvious increase/decrease of overhead as data flows from 
Application layer down to the physical layer and vice versa. In this work we establish the 
rationale for the overwhelming acceptability of TCP/IP reference model over the OSI model 
for computer network data communication. 
Keywords: Data Flow, Entity, Layers, Overhead, OSI model, Protocols, TCP/IP model 
 
INTRODUCTION 

The originating pc, initialize a protocol packet and divide the file to send into packets, and 
adds the necessary fields to it like start of header, stop bits, parity bits, number of data bits to 
be transferred. At the sending side, the CRC of the data is calculated and it is added to the 
packet. The CRC that is used is 32-bit CRC .This packet is sent to the modem via the serial 
port. The modem modulates the packet and sends it over the line. The receiving modem 
receives the packet and demodulates it. At the receiving side, the packet is received by the 
destination computer, and separates all the fields from the data and the command part is 
extracted. A CRC checksum is generated on the command string and matched with the 
received CRC. If a match occurs, the command string is executed by the remote system and 
the results are transmitted to the originating computer, otherwise a request for the 
retransmission is sent to the source computer, asking it to resend the distorted packets. 
Protocols 

Set of rules and regulation for transferring data between source and destination. 

Data Link Protocol 
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Data link protocol is a set of specifications used to implement the data link layer. Data link 

protocols can be divided into two subgroups [12] 

1) Synchronous protocols 

2) Asynchronous protocols 

Synchronous Protocols 

The Synchronous protocols take the whole bit stream and chop it into characters of 

equal size. Synchronous protocols are divided into two types. 

(i) Character-Oriented Protocols 

In a character-oriented protocol, the frame or packet is interpreted as a series of characters. A 

popular character-oriented data link protocol is binary synchronous communication (BSC). 

This specifies half-duplex transmission with stop-and wait. 

(ii) Bit-Oriented Protocols 

In Bit-Oriented Protocol, the frame or packet is interpreted as a series of bits. All Bit- 

Oriented Protocols are related to high-level data link control (HDLC), a bit-oriented protocol 

published by ISO. HDLC supports both half-duplex and full-duplex modes in point-to-point 

and multipoint configurations. 

Asynchronous protocol 

Asynchronous protocols treat each character in a bit stream independently. These 

protocols are used primarily in modems, which features start and stop bits and variable-length 

gaps between characters. Some of the asynchronous data link layer protocols are 

(i) X-MODEM 

The X-modem is a file transfer protocol used for telephone line communication between PCs 

and this is a half-duplex stop-and-wait ARQ protocol. The first field is a one-byte start of 

header (SOH). The second field is a two-byte header. 

The first header byte, the sequence number, carries the frame number. The second header 
byte is used to check the validity of the sequence number. The fixed data field holds 128 
bytes of data (binary, ASCII, Boolean, text, etc.,). The last field, CRC checks for errors in the 
data field only. 
 
In this protocol, transmission begins with the sending of a NAK frame from the receiver to 

the sender. Each time the sender sends a frame, it must wait for an acknowledgment (ACK) 

before the next frame can be sent. If instead a NAK is received, the previously sent frame is 
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sent again. A frame can also be reset if the sender does not receive response after specified 

amount of time. Besides NAK or an NCK, the sender can receive a cancel signal(CAN), 

which aborts the transmission. 

Each character contains start and stop bits (dark portion of the box). Characters are separated 

from each other by gaps The header consists of two byes: sequence Number and 

complement 

 

Fig : Architecture for SOH & CRC 

(ii) Y-MODEM 

YMODEM is a protocol similar to XMODEM, with the following major differences. The 

data unit is 1024 bytes. Two CANs are sent to abort a transmission. ITU-T CRC-16 is used 

for error checking. Multiple files can be sent simultaneously. 

(iii) Z-MODEM 

ZMODEM is a newer protocol combining features of both XMODEM and YMODEM. 

(iv) Z-MODEM 

A modulator-demodulator, commonly referred to as a modem, is a computer hardware device 
that converts data from a digital format into a format suitable for an analog transmission 
medium such as telephone or radio. A modem transmits data by modulating one or 
more carrier wave signals to encode digital information, while the receiver demodulates the 
signal to recreate the original digital information. The goal is to produce a signal that can be 
transmitted easily and decoded reliably. Modems can be used with almost any means of 
transmitting analog signals, from LEDs to radio. The rise of public use of the internet during 
the late 1990s led to demands for much higher performance, leading to the move away from 
audio-based systems to entirely new encodings on cable television lines and short-range 
signals in subcarriers on telephone lines. 
 
CONCLUSION 

The implementation of X/Z modems files transfer protocol is almost complete in 

converging the original specification. This implementation has 32-bit CRC which is much 

more reliable than the 16-bit CRC used on the standard implementation. The implementation 

does not provide for automated an unattended protocol transfer. Addition of these features 

will make the implementation more complete. 
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Abstract 
Stock market prediction has been an active area of research for a considerable period. Arrival 
of computing, followed by Machine Learning has upgraded the speed of research as well as 
opened new avenues. As part of this research study, we aimed to predict the future stock 
movement of shares using the historical prices aided with availability of sentiment data. Two 
models were used as part of the exercise, LSTM was the first model with historical prices as 
the independent variable. Sentiment Analysis captured using Intensity Analyzer was used as 
the major parameter for Random Forest Model used for the second part, some macro 
parameters like Gold, Oil prices, USD exchange rate and Indian Govt. Securities yields were 
also added to the model for improved accuracy of the model. As the end product, prices of 4 
stocks viz. Reliance, HDFC Bank, TCS and SBI were predicted using the aforementioned 
two models. The results were evaluated using RMSE metric.  
Keywords: Sentiment analysis, Stock Prediction, LSTM, Random Forest 

1 Introduction  

The objective of this exercise has been to predict future stock prices using Machine Learning 
and other Artificial Intelligence. The exercise started with a comprehensive review of 
available literature in this domain. Research papers as well as online sources tackling this 
problem were reviewed, a brief list of the same is included as part of references.   

1.1 Literature Review 
Early research on Stock Market Prediction was based on Random walk and Efficient Market 
Hypothesis (EMH). Numerous studies like Gallagher, Kavussanos, Butler, show that stock 
market prices do not follow a random walk and can be predicted to an 2 extent [3][7][10]. 
Another hypothesis which is currently under survey is, whether the early indicators extracted 
from online sources (blogs, twitter feeds etc.) can be used to predict changes in economic 
and commercial indicators. Analysis of the same has been done in other fields of research, 
for e.g. Gruhl et al showed the correlation between online chat activity and book sales [8]. 
Blog sentiment assessment has been used to predict movie sales by Mishne, Glance et al 
[15]. Schumaker et al investigated the relations between breaking financial news and stock 
price changes [18].  One of the major researches in the field of stock prediction was carried 
out by Bollen, Mao et al 2011, where they investigated correlation between public mood and 
Dow Jones Industrial Index. Public moods (Happy, Calm, and Anxiety) were derived using 
twitter feed [2]. Chen and Lazer derived investment strategies by observing and classifying 
the twitter feeds [4]. Bing et al, studied the twitter feed and concluded predictability of stock 
based on the industry [1]. Zhang et al found high negative correlation between negative 
moods on social network and DJIA index [20]. Pagolu et al in their work showed a strong 
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correlation between rise/fall of a company stock prices and the public emotions expressed on 
twitter. Instead of using a standard word embedding model, their work focused on 
developing a sentiment analyzer to categorize tweets in three categories: Positive, Negative 
and Neutral [16]. Mittal et al in their study tried to build a portfolio management tool using 
the twitter sentiment analysis. They analyzed and tested their model on DJIA. The model 
based on greedy strategy received feedback from sentiment analysis of the social media to 
predict the Buy/Sell decisions for the DJIA positions, one day in advance. Chen et al used a 
model established on LSTM algorithm to predict direction of stocks in Chinese Stock 
Exchange, in their study, they compared LSTM with Random estimation model confirming 
higher accuracy for the LSTM model [4]. Study by Tekin et al analysed the data of the 25 
leading companies and applied various forecasting models [19]. Their studies showed a 
higher relevance of Random Forest technique. LSTM multi-layer perceptron (MLP) and 
random forest classifier are employed by Malandri et al in their Portfolio allocation model. A 
study of NYSE data suggests that LSTM gives better experimental results [13]. Kilimci et al, 
presented their study on developing an Efficient Word Embedding and Deep Learning Based 
Model to Forecast the Direction of Stock Exchange Market Using Twitter and Financial 
News Sites for Turkish Stock Exchange (BIST 100) [11]. Their study used a mix of various 
word embedding and Deep Learning models to arrive at the combination with highest 
accuracy regards prediction of the stocks. They use data labelling to classify the information 
as positive or negative. The data is then sent to the word embedding models like Word2Vec, 
FastText, GloVe to building different word embedding models to be tested with the three 
separate deep learning techniques viz., CNN, RNN and LSTM. The combination of 
Word2Vec embedding model combined with LSTM gave the highest average accuracy over 
the 9 stocks in consideration while using Twitter data as the base. 

1.2  A Data sourcing, Pre-processing and EDA  

The exercise started with stock related information available in the public domain. Yahoo 
Finance was used as the source for stock related information. The data gathered contained 
the regular data points referred during Stock Analysis viz., Open, Low, High, Close prices, 
Adjacent Close, Volume of Trade etc. Data from Jan 2007 was used as part of the EDA 
exercise.    
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The process of model building led us to Domain Exploration beyond the parts already 
covered in the Literature Survey part. Various Macro/Global Economic and other 
fundamental parameters were researched across domains ranging from Finance, Economy, 
Trade or other Core industry parameters. The focus was to finalize a list of parameters which 
would have a significant bearing on the stock prices. The final list of Macro parameters 
chosen as part of the exercise were Gold prices (it is expected that there is negative relation 
between gold prices and market returns), Brent Price (proxy for Fuel, Fuel prices have a 
significant impact of almost all economic indicators), Govt. Securities yields (Increase in 
bond yields puts significant pressures on the economy thus impacting Market returns) and 
USD-INR exchange Rate(Fluctuations in exchange rates have a significant impact on various 
macro parameters, it is expected to help us in better explanation and prediction of stock 
prices movements). 

 

Another significant aspect of the exercise was the usage of Sentiment Analysis. It was 
expected to use Tweets data as the feed for our Sentiment Analyzer but the sourcing of feeds 
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data from twitter turned up to be an unsure mountable challenge due to rule changes in the 
means of accessing twitter data. As an alternative, manual approach was used to source news 
headlines from various publicly available data news sources like BSE, India Today, Reuters 
News, News18, Hindustan Times, Mint, Global Filings etc. Data of 2 years was compiled as 
part of the exercise ranging from 1 June 2019 to 28 June 2021. The data was available on a 
daily basis in the aforementioned websites, the same was compiled into an excel file with 
separate rows corresponding to a single news headline. Since this data was available from 
news websites, data pre-processing was carried out. Stop word removal exercise, special 

her standard preprocessing activities were carried out to convert 
the data into a format acceptable for the Sentiment Intensity Analyzer. The intensity analyzer 
gives 4 types of Sentiments viz., Positive, Negative, Neutral and Compound as part of the 
cloud. The data for prices has been considered and is being predicted on a daily level while 
there were several news items corresponding to a single date. Thus, all news items 
corresponding to a day were concatenated as one text input for the Sentiment Analyzer 
returning the applicable Sentiment cloud for the date. This sentiment cloud is used along 
with the historical Close Price and other Macro parameters mentioned above to make 
predictions using the Random Forest Model. 
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Sentiment analysis using News Headlines was carried out as the next step of the exercise. An 
attempt was made the sentiments of news data. Polarity score for each daily news i.e. 
Positive, Negative, Neutral & Compound values were calculated using Intensity Analyzer. 
The results were not meeting our expectations as higher RMSE values were observed. Further 
tuning of the model was carried out by adding other parameters viz., Gold, Brent, G-sec and 
USD/INR exchange rate. There was a marked improvement in model predictions with the 
addition of these parameters. RMSE values with the model were comparable to the LSTM 
model used above. Thus, the final solution in this regard used Random Forest Regressor with 
additional macro parameters for sentiment analysis. 

 Model Evaluation    LSTM Model 
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The purpose of this study has been to devise trading strategies based on stock price 
predictions, so Regression Analysis has been used to arrive at future stock price. LSTM has 
been the most successful in price prediction among the models we have tried. LSTM or 
Long-Short-Term Memory Recurrent Neural Network belongs to the family of deep learning 
algorithms which works on the feedback connections in its architecture. It has an advantage 
over traditional neural networks due to its capability to process entire sequence of data. Its 
architecture comprises the cell, input gate, output gate and forget gate. Data pre-processing is 
an important step in LSTM. Scaling of data is a process which is advisable with most models, 
thus LSTM also requires processing in the form of scaling. Since LSTM works on sequences 
using them as the base for prediction of single value. Thus, a matrix needs to be created from 
the date wise train data set available. The train data fed into the LSTM consists of a multi-
dimensional array consisting of various instances of Dependent variable and the 
corresponding linked independent variable, which in our case is an array consisting historical 
close prices, this period is referred to as sliding window. Various ranges of 5 days to 250 days 
were tried for sliding window to ascertain best fit for the model in consideration. As part of 
model building, various variations of the model were tried including addition of various 
Dense, Dropout layers. Hyper parameter tuning was also carried out by comparing errors 

improvement in results. Beside the parameter tuning, Bi-Directional variation of LSTM was 
also attempted to get better results.  As a result of the entire model building exercise, a sliding 
historical window of 60 days gave the best results among the range covered. Two layers 
LSTM respectively with 128 and 64 neurons followed by two dense layers of 25 and 1 
neurons was the final model that gave best performance among various model variations.  

RMSE was used as the quantifying parameter for evaluating the success of models being 
tested.    
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The aim of this study has been to use Sentiment Analysis for prediction of Stock prices. One 
of the challenges with LSTM is the usage of single parameter for model building. Since 
LSTM could not be used for sentiment analysis.   There were two major parts of the exercise, 
first being daily sentiment collection and analysis and second being the building of model for 
the prediction of values using. As mentioned before, the first part consisted of manually 
sourcing data from various public domain websites. Preprocessing of data was also carried 
out using standard libraries in order to improve the data quality. Since there were more than 
one news items for a single day, all news items for a single day were concatenated to arrive at 
the combined news data for the day. Sentiment Intensity Analyzer, standard library was used 
to generate Sentiment polarity which gives 4 values corresponding to the input text. It 
measures the level of Positive, Negative, Neutral and Compound sentiment associated with 
the input text. These 4 parameters are considered as the independent features for the 
Sentiment part. Standard regression models were tried and after several attempts it was 
realized that that Random Forest Regressor was most suited for performing the analysis.  
Preliminary runs of the model with using Close price and the 4 sentiment features described 
above produced very poor results. There was variation of 20-30% in the predicted values. 
Based on the feedback, domain exploration was carried out to including any other additional 
features. Various permutations were carried out with external features. 4 features namely 
GSec yield, Brent price, Gold prices, USD exchange rates were added to the model These 
macro parameters turned out to be quite significant in improving prediction accuracy of the 

Thus, RMSE was used as the quantifying parameter for evaluating the success of models 
being tested. Both the models described above, viz., LSTM and Random Forest were used to 
predict the future stock prices of 4 stocks for 28th June as part of the study. Predicted values 
using the two models along with the actual stock prices for the day are indicated in the table 
below:   

 

4 Visualizations   LSTM was applied on closing prices of the four stocks viz. Reliance, 
HDFC, TCS & SBI. Model data including the Train, Validation and Predict have been 
depicted in below graphs. Blue line indicates train data; Orange line indicates the validation 
& green line is the predicted close value for the stock. Out of total 3478 data points, 3305 
data points are considered in training & rest 5% for validation which covers a span of 15 
years. RMSE values for Reliance, HDFC Bank, TCS & SBI stock were 38, 33, 59 & 7 
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respectively. The LSTM model error is significantly lower than the error values of earlier 
models like Linear Regression, ARIMA & k-nearest neighbor etc. 

 

 

                                                  Fig. 6. Stock Predictions as per LSTM 

Further, an attempt was made to analyze impact of daily news sentiments & external factors 
such as Gold, G-Sec, Brent, and INR-USD rate on stock movement using Random forest 
regression. Resultant output for the model has been indicated graphically below. LSTM 
outperforms Random forest regression, but with additional features, the Random Forest 
model does provide better predictions. TCS is a exception where RMSE value (139) is 
significantly higher than LSTM.  One of the reasons could be, insufficient valid news for 
sentiment analysis.   
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                                 Fig. 7. Stock Predictions as per Random Forest using Sentiment Analysis 

 

 Results/Implications  

 This broad purpose of this exercise has been to arrive at trading strategies which could help 
in the real-world application of the models developed. The study could not approach to those 
levels due to several constraints and limitations as described above.   Two Regressor that 
were used viz LSTM and Random Forest have been used to predict the next day value and 
the RMSEs are considered as the evaluation metrics. Since this was a regression exercise 

analysis of RMSE values was carried out to gauge the appropriateness of the values predicted 
by our models. The results as achieved from the models are indicated below.   
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The results above indicate that the Mean Absolute Percentage Error (MAPE) varies in the 
range of 1.36% to 1.81% in case of LSTM while the same varies in the range of 1.25% to 
3.76% in case of Sentiment Analysis using Random Forest Model. HDFC Bank is the only 
stock where the sentiment analysis has worked better than LSTM. SBI is the best performing 
stock in both models with Sentiment Analysis and LSTM returning similar level of results. 
Thus, we can say that a 95% confidence level could be considered an approximate fit to 

Strategy but an attempt was made to use the models to forecast a future trend of prices 

satisfactory and significant changes might be needed to gain any future results in this regard.   
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Abstract 
Automated Teller Machines (ATMs) have become an integral part of daily financial 
transactions worldwide. However, the growing reliance on ATMs has also led to an increase 
in security vulnerabilities, with debit card fraud being one of the most reported forms of 
identity theft, accounting for 270,000 cases in 2021. To enhance the security and user 
experience of ATM transactions, advancements in computer vision and biometric 
identification techniques such as fingerprinting, retina scanning, and facial recognition offer 
promising solutions. This project addresses the security challenges in ATM systems by 
proposing a secure ATM model that leverages electronic facial recognition using advanced 
deep learning techniques. The proposed system integrates a Convolutional Neural Network 
(CNN) to train a FaceNet Model during the account holder's account creation process in the 
bank. For ATM transactions, a Temporal Convolutional Network (TCN) is utilized to 
authenticate the account holder by comparing the face captured by the ATM camera with the 
pre-trained FaceNet model. This dual approach ensures robust real-time verification while 
maintaining high accuracy and efficiency. In cases of unauthorized access attempts, the 
system generates a verification request, including a facial recognition link sent to the account 
holder for immediate identity verification via artificial intelligence agents. This innovative 
approach eliminates the risks of fraud caused by ATM card theft and duplication, ensuring 
that only the legitimate account holder can access their account, thus significantly enhancing 
ATM security and account safety. 

INTRODUCTION 

ATM or Automated Teller Machines are widely used by people nowadays. Performing cash 

withdrawal transaction with ATM is increasing day by day. The existing conventional ATM is 
vulnerable to crimes because of the rapid technology development. 

A secure and efficient ATM is needed to increase the overall experience, usability, 

 and convenience of the transaction at the ATM. Specifically, the goal of this project 

 is to give a computer vision method to solve the security risk associated with 
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 accessing ATM machines.  

This project proposes an automatic teller machine security model that uses electronic facial 
recognition using Deep Convolutional Neural Network. Face Verification Clickbait Link will 
be generated and sent to bank account holder to verify the identity of unauthorized user 
through some dedicated artificial intelligent agents, for remote certification. 

Secure ATM Access with Dual Authentication : 

This project proposes an automatic teller machine security model that would combine a 
physical access card and electronic facial recognition using Deep Convolutional Neural 
Network.  

Face Detection and Recognition: This module captures the image of the user's face and 
applies Convolutional Neural Network (CNN) algorithms to detect and recognize the user's 
face.  

Face Verification Link Generation: Once the user's identity is confirmed, this module 
generates a face verification link and sends it to the authorized account holder's mobile 
number. The link contains the face image of the user captured at the time of transaction and is 

used for verification purposes. 

 

The advantages can be found as that the face-id is unique for everybody; It cannot be used by 
anybody other than the user. 

 other criminal activities. 

 

 

 

 

ATM Simulator Overview 

The ATM Simulator mimics the functions of a real ATM, providing a secure and 
comprehensive experience. The system includes: 

User Authentication Module: Validates user credentials and PINs. 

Account Overview Module: Displays account balances and recent transactions. 
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Change PIN & Card Management: Updates security and manages card actions like blocking. 

Transaction History & Alerts: Tracks activities and notifies users of any account changes. 

Settings Module: Customizes preferences for a personalized experience. 

 

User Interaction 

Cardholder Interaction: 

Inserting the ATM card begins the process, with the system reading card details for 
transaction processing. 

Facial Recognition: 

The system captures the user's face and compares it with a stored model for authentication. 

If a match: The transaction proceeds. 

If no match: Additional security measures are triggered, including a Face Verification Link 
. 

Cash Withdrawal: 

Users undergo multi-factor authentication before withdrawing cash. 
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Bank Employee Interaction 

Secure Login: 

Bank employees access the system with secure login credentials. 

Account Management: 

Employees can create new accounts and facilitate customer onboarding. 

Facial Recognition Training: 

Employees record a live 30-second video to improve facial recognition accuracy. 

ATM ID Generation: 

Upon account creation, the system generates a unique ATM ID for the cardholder. 

 

Dataset Creation for Facial Recognition 

Live Video Recording: 

A 30-second video of the  

Frame Conversion: 

The video is converted into discrete frames to simplify processing. 
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Pre-processing: 

Steps include greyscale conversion, noise filtering, and binarization to enhance image quality 

and prepare data foranalysis. 

This system ensures security, user verification, and efficient account management, combining 
advanced technologies like facial recognition and multi-factor authentication to enhance both 
user and bank employee experiences. 

 

  

transaction, providing a real-time representation of their facial features. 

1. Extract Features : 

The system extracts key features from the facial image, including landmarks and unique 
attributes, to create a distinct facial profile. 

2. Identify Users with Trained Model 

The extracted features are compared with a pre-trained face identification model, which 
differentiates individuals based on unique facial characteristics. This comparison leads to an 
authorization decision for the transaction. 

 

Generate Face Verification Link 

This link serves as a temporary reference for later user verification. 

 1. Link e Number 
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authorized account holder is involved in the verification process. 

 

2. Link Access and View User 

The authorized account holder accesses the link on their mobile, viewing the captured image 
of the user at the ATM. 

 3. User Approval 

 

4. Enter Amount and PIN 

The account holder enters the desired amount and their PIN to proceed with the transaction. 

 

 5. Confirmation and Money Dispensation : 

Upon confirmation, the ATM dispenses the requested amount. 
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 6. Unknown User Handling 

fraud. 

 

7. Notification Module : 

The Notification Module sends real-time alerts for various events like successful transactions, 
security alerts, and account updates via SMS, email, or in-app notifications. Alerts include 
transaction details, unauthorized access, and unusual activity, keeping users informed about 
their account status. 

 

CONCLUSION 

Implementing facial recognition-based verification systems for ATM transactions 
significantly enhances security by eliminating the vulnerabilities associated with traditional 
PINs and cards, effectively preventing fraudulent activity while providing a convenient and 
user-friendly experience for customers; this technology offers a robust solution for financial 
institutions to combat unauthorized access and safeguard sensitive financial data through 
highly accurate biometric identification, ultimately leading to a more secure banking 
environment.  
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ABSTRACT 

This study utilizes machine learning techniques to predict Alzheimer's disease, a 
neurodegenerative disorder that starts with subtle symptoms but gradually worsens over time. 
Alzheimer's is a prevalent form of dementia, and various cognitive factors, including age, 
frequency of medical visits, Mini-Mental State Examination (MMSE) scores, and educational 
background, can provide valuable insights for predicting the onset of the disease. 

Key words:Brain degeneration condition,Initial cognitive impairment,Predictive analytics 
approaches,Mental factors 

1.INTRODUCTION 

Alzheimer's Disease (AD) is a progressive neurological disorder characterized by 
symptoms like short-term memory loss, paranoia, and delusions. Often mistaken for normal 
aging or stress, it affects approximately 5.1 million individuals in the United States. Despite 
its prevalence, AD frequently goes undiagnosed or is not adequately treated. Consistent 
medication is crucial for managing AD, as it is a chronic condition that can persist for years 
or even a lifetime. Timely intervention is essential to minimize significant brain damage. 
However, early diagnosis of AD is both a time-intensive and costly process, requiring 
extensive data collection, advanced predictive techniques, and consultation with medical 
experts. 

 

1.1 Motivation  
Innovative methods like machine learning are gaining popularity for providing proactive 

and personalized treatment recommendations. Relying solely on medical reports may result in 
radiologists overlooking other potential conditions, as it often focuses on a limited set of 
causes and factors. The objective here is to identify knowledge gaps and uncover opportunities 
related to the use of machine learning and data derived from Electronic Health Records (EHR). 

1.2Objectives  

This initiative aims to predict Alzheimer's disease and obtain more precise and reliable 
outcomes. It will utilize Convolutional Neural Networks (CNN) and Support Vector Machine 
(SVM) algorithms. The Python programming language will be used for implementing machine 
learning techniques to carry out this task. 

1.3 Problem Statement  
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There is a lack of sufficient awareness about Alzheimer's Disease. As individuals age, 
they may experience gradual changes in their physical abilities, affecting activities like 
walking, sitting, and eventually swallowing. As memory and cognitive functions decline, they 
may require significant help with everyday tasks. At this point, individuals may need round-
the-clock support for personal care and daily routines. As dementia progresses, it impairs the 
ability to communicate, adjust to surroundings, and move, making it increasingly difficult for 
them to express pain through words or gestures. 

1.4 Machine Learning Using Python  

Python is a versatile and widely adopted programming language, created by "Guido van 
Rossum" in 1991. It supports a wide range of libraries, such as pandas, numpy, SciPy, and 
matplotlib. Python is compatible with packages like Xlsx, Writer, and X1Rd, making it highly 
effective for complex tasks. There are several powerful Python frameworks available. Machine 
learning, a subfield of artificial intelligence, enables computer systems to acquire new skills 
and improve performance using data. It focuses on developing algorithms that allow computers 
to make predictions based on data. The first step in machine learning is to provide data, 
followed by training the system using various algorithms to build models. As a branch of 
software engineering, machine learning has revolutionized how data is analyzed. 

2. RELATED WORKS 

Research [1] indicates that Alzheimer's disease (AD) is the most common and widespread 
form of dementia. While AD can be clinically diagnosed through physical and neurological 
assessments, there is a significant need for more advanced diagnostic tools. Magnetic 
Resonance Imaging (MRI) scans are processed using Free Surfer, a robust tool that effectively 
handles and normalizes brain MRI images. The multistage classifier presented in this study 
demonstrated superior performance in AD detection when compared to previous standalone 
machine learning techniques, such as SVM and KNN. 

According to [2], this paper introduces a novel classification framework combining 
Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN) to conduct 
longitudinal analysis of structural MR images for Alzheimer's disease (AD) diagnosis. The 
CNN model was designed to extract spatial features from each time point and provide a 
classification result for individual time instances. Meanwhile, an RNN with cascaded 
Bidirectional Gated Recurrent Units (BGRU) was used to capture temporal variations and 
extract longitudinal features, enhancing disease classification. Experimental results on the 
ADNI dataset validate the effectiveness of the proposed classification approach. Future work 
will incorporate additional imaging features, including structural and functional connectivity 
networks of the brain, for RNN-based longitudinal analysis. The proposed method achieved a 
classification accuracy of 91.33% for AD vs. NC and 71.71% for pMCI vs. sMCI, 
demonstrating its promising potential for longitudinal MR image analysis. 

As described in [10], the authors created a system aimed at enhancing the prediction of 
Alzheimer's Disease (AD) progression in older adults with mild cognitive impairment. The 
ADNI dataset was utilized to predict the progression of AD. The prediction models 
incorporated the PHS, Atrophy score, and MMSE algorithms. The highest accuracy of 78.9%, 
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along with a sensitivity of 79.9%, was achieved when all three predictor algorithms were 
combined.

3. IMPLEMENTATION AND WORKING 

3.1 Architectural Diagram 

The structural basic working methodology is based on the flowchart given above. 

3.2 Data Collection and Data Cleaning

A decision tree is a supervised learning model that applies a series of rules to determine a 
solution. The prevalence of Alzheimer's Disease (AD) varies across different age groups in the 
United States. Naturally, the image analysis process involves two distinct stages.

In the first step, features are generated, and the query image is reproduced. Subsequent 
steps then compare these features with those stored in the database [2]. The Particle Swarm 
Optimization (PSO) algorithm is used for feature selection, identifying the most relevant 
biomarkers for Alzheimer's Disease (AD) or Mild Cognitive Impairment (MCI). Data is 
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sourced from the Alzheimer's Disease Neuroimaging Initiative (ADNI) database. Control-
based image retrieval is employed to extract images from the database, with feature selection 
focusing on measurements such as volume and thickness. The best feature set is obtained using 
the PSO algorithm [2]. Control-based image search is then applied to retrieve the images. A 3D 
Convolutional Neural Network (CNN) is used for feature learning, followed by a pooling layer. 
There are various methods for pooling, which involves extracting the maximum value or 
selecting specific neuron sequences within a region. 

3.3 Data Preprocessing and Analysis of Data 

First, pre-processed MRI images are generated after the database is recorded. 
RuoxuanCuia et al. proposed a model that conducts longitudinal analysis, which is performed 
sequentially and is essential for designing and calculating IRM. The analysis helps track 
disease progression over time for more accurate diagnosis [3]. The process involves extracting 
features related to brain morphological abnormalities and longitudinal changes in MRI, 
followed by building a classifier to differentiate between various groups. The classification 
model includes early diagnosis, with the initial step being the preprocessing of raw resting-
state fMRI (r-fMRI) data. 

3.4 Data Visualization 

Data visualization involves presenting data using visual elements like charts, graphs, 
infographics, and even animations. It plays a crucial role in creating clear and effective visual 
representations of complex information. 

3.5 Cross Validation and Training the Model 

Cross-validation is used to train a machine learning model by utilizing a subset of the 
dataset. Proper training is essential for achieving accuracy when splitting the dataset into "N" 
sets for model evaluation. The model must first be trained because the data is divided into two 
parts: a test set and a training set, with the target variable included in the training set. The 
training dataset is processed using the decision tree regression method, where a single decision 
tree is used to create the regression model. To avoid overfitting when working with a limited 
amount of data, k-fold cross-validation is implemented. 

 

 

3.6 Testing and Integration with UI 

A web framework such as Flask offers the necessary tools, technologies, and libraries to 
build web applications. Another popular framework, Bottle, is commonly used to integrate 
Python models due to its simplicity in setting up routes. Alzheimer's disease is predicted using 
a trained model and test dataset. The front-end is then linked to the trained model using 
Python's Flask framework. Once the model is developed and provides the desired results, it is 
integrated with the user interface (UI) phase, with Flask being used for this integration. 
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4.Progression of AD 

 

 

5. CONCLUSION 

This study shows that combining the age-sensitive PHS and structural neuroimaging can 
enhance the accuracy of predicting clinical progression to Alzheimer's Disease (AD) in patients 
with Mild Cognitive Impairment (MCI) and basic cognitive function. Improved assessments of 
AD risk in elderly patients with subjective memory complaints could be valuable in clinical 
settings to help inform treatment decisions. These evaluations are also critical for intervention 
studies, as identifying high-risk individuals in the early stages of the disease is essential for 
assessing the effectiveness of new disease-modifying treatments. 
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ABSTRACT 

In order to check the suitability of soil to be used as construction material for earth 
construction, its geotechnical properties are required to be assessed. The purpose of this study 
is to review previously published studies soil samples and compare them with soil suitability 
criteria and for selecting suitable soil for earth construction. The geotechnical properties of 
soil samples used in previous studies were compiled and compared with various requirements 
to ascertain their suitability for construction purposes. Eighty-nine (89) studies in all were 
consulted and useful data were found in fifty-two (52) of them. Five geotechnical properties 
of soil were compiled and analysed. These properties are particle size distribution, Atterberg 
limits, specific gravity, maximum dry density and optimum moisture content. Based on the 
values of soil properties found in literature, recommendations were made for the suitability of 
different soil samples for three main techniques (adobe, rammed earth and compressed earth 
blocks) application in earth construction, while other soil samples were found to be outside 
the recommendations. It was found that some of the earth construction techniques which were 
adopted in the previous studies are different from the recommended techniques. It was also 
observed that some of the soil samples found to be suitable for a particular property test were 
unsuitable for the other property tests. The study concludes that determining the suitability of 
the soil for earth construction is important and any soil that is found unsuitable should be 
enhanced with stabilisers before use.  
Keywords: Adobe blocks; Compressed  
 
INTRODUCTION 

Durability properties of enhanced soil blocks as compared with physicomechanical 
properties. Delgado and Guerrero [12] reviewed more than 20 technical documents including 
standards from National Standards bodies, analysed the provisions they offered concerning 
soil suitability for the use of unstabilised earth and analysed the different approaches and 
kinds of recommendation offered.  

Bryan [4] summarized the characteristics and compared the limits that have been suggested 
from other studies and also conducted laboratory programme on 15 soils from the South West 
of England to identify the textural and plasticity characteristics of soils with the potential for 
stabilization with cement. Ciancio and Jaquin [16] studied the limits of the available 
guidelines and determined whether the recommended assessment criteria are appropriate. 
Their study concluded that more research is needed to understand the effect of water suction, 
water-cement ratio and mineralogy of clay in the mechanical behaviour of rammed earth. 
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Maniatidis and Walker [17] reviewed the state of the art of rammed earth construction as 
published in over 200 books, journal and conference papers, scientific reports and other 
articles, and in addition presented the historic rammed earth projects in the UK. In the study 
by Roy and Bhalla [13], different geotechnical properties of soils such as specific gravity, 
density index, consistency limits, particle size analysis, compaction, consolidation, 
permeability and shear strength and their interactions and applications for the purpose of civil 
engineering structures were discussed.  

To check the suitability of soil to be used as a foundation or as construction materials, its 
properties are required to be assessed [18]. The evaluation of basic engineering properties of 
soils through laboratory testing is very important in understanding and interpreting how soils 
will behave in the field [19]. The physical and engineering properties of existing soils are 
intrinsic and can be used as a frame of reference for the behaviour of strength characteristics 
of soil [20,21]. Different kinds of soil exist worldwide with different characteristics which are 
likely to have effects on the performance of the structures that are constructed with the soil. It 
is imperative to identify the characteristics of any obtainable soil before using it for 
construction purposes. Natural soil exists in the distinct composition of sizes, for which 
certain proportions of these sizes can make a good material for building structures. This 
presents the need for testing any given soil before it is used in the construction industry as a 
filling or structural material. The issue is that, given the fact that not all soils are suitable, and 
some classes are better depending on the technique used, it is necessary to use some way for 
evaluating them [12]. This study, therefore, reviews and analyse soil properties in literature in 
order to determine their suitability for earthen construction.  

Methodology  
            
results (as secondary data) extracted and analysed. The geotechnical properties of soil samples 
used in previous studies were compiled and compared with various criteria and requirements 
to ascertain their suitability for construction purposes. Eighty-nine (89) studies in all were 
consulted and useful data were found in fifty-two (52) of them. Five geotechnical properties 
of soil were compiled and analysed. These properties are particle size distribution, Atterberg 
limits, specific gravity, maximum dry density and optimum moisture content. A wide range of 
properties exists for determining the characteristics of soil for construction purposes [15]. 
However, these properties were selected because they are the main properties used in most 
previous studies to characterise the soil samples.  

For particle size distribution and Atterberg limits of soil samples used in previous studies, 
their values and the techniques used were compiled in tables and then compared with the 
upper limits of various criteria and requirements. Out of the comparison, a suitable soil 
application technique of the soil samples based on the requirements were recommended. This 
helped in determining the suitability of the soil for earth construction. Figure 1 shows the 
upper limits of Atterberg limit values proposed as a guide to recommend soil samples used in 
previous studies for determining their suitability for earth construction based on different 
criteria by Doat et al. [22], Spence and Cook [23] and Delgado and Guerrero [12]. From 
Figure 1, it can be seen that the study used upper limits of 50% and 30%, respectively for the 
liquid limit (WL) and plasticity index (PI).  
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Figure 1: Atterberg limits for soil suitability. arth blocks; Earth construction; Geotechnical 
properties; Soil suitability; Rammed earth 

 

Similarly, specific gravity, maximum dry density and optimum moisture content of soil 
samples used in previous studies were also compiled and analysed based on the various 
requirement and closely related spacing of the values of the soil properties. FM5- 472 [24] 
provides a different range of specific gravity values for different types of soil. It, however, 
provides a specific gravity of 2.00 and 2.80 for the lowest and highest, respectively for all 
types of soils. Therefore, the study adopted 2.00 and 2.80 as the lower and upper limits, 
respectively for the suitable specific gravity of soil samples for earth construction. There are 
no known criteria for acceptable optimum moisture content and maximum dry density for soil 
suitability for earth construction, therefore, the study considered values that are closely related 
as suitable optimum moisture content and maximum dry density.  

Results and Discussion  

Particle size distribution  
The particle size distribution test determines the amount, usually by mass, of the particles 

present in a soil sample [25]. Particle size distribution also known as grain size gives 

classified as gravel, sand (fine and coarse), silt and clay. There are different recommendations 
for soil particle sizes that are suitable for different techniques of earth building. Five of these 
recommendations are put together in a nomogram (see Figure 2) by Delgado and Guerrero 
[12]. Compressed earth block (CEB) was recommended by Houben and Guillaud [27], 
CRATerre EAG [28] and AFNOR [29]. While Adobe was recommended by Houben and 
Guillaud [27] and CRATerre EAG [28], and rammed earth (RE) recommended by Houben 
and Guillaud [27]. Another source [23] made a chart of soil particle size as shown in Figure 3. 
The shaded portion of the chart shows the recommended particle size suitable for soil 
stabilisation, which is in the range of 0% to 25% for clay, 0% to 25% for silt and 60 to 90% 
for sand constituents. In addition, a study by Bengtsson and Whitaker [30] made 
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recommendations for various techniques of soil particle sizes suitable for construction. The 
values are presented in Table 1.  
Figure 2: 

 

 

 

Technique Clay (%) Clay & Silt 
(%) 

Sand (%) Gravel (%) Sand & 
Gravel (%) 

Rammed 
earth 

20-May 15-35 35-80 0-30 50-80 

Pressed soil 25-May 20-40 40-80 0-20 60-80 

Adobe 30-Oct 20-50 50-80 - 50-80 

General 
purpose 

15 35 60 5 65 
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From Table 1, it is clear that no single recommendation for soil particle size is accepted 
worldwide as also confirmed by Ciancio et al. [11]. Since there are different types and 
characteristics of soil at different places, different recommendations are made to provide a 
suitable grade for construction purposes. One important consideration is that, depending on 
the soil particle size for the soil to be used for construction, the recommendations could help 
to identify the appropriate technique and stabiliser to be used in order achieve an optimum 
result. The results of particle size distribution of 49 soil samples from 36 different studies of 
published literature are presented in Table 2, showing the clay, silt, sand and gravel contents. 
The table also shows the recommendations of appropriate technique(s) made for each type of 
soil based on the soil suitability criteria and requirements. From the soil suitability criteria 
discussion, the types of soil used in the previous studies could be recommended for the 
following earth construction techniques: rammed earth (RE), compressed earth blocks (CEB) 
and adobe blocks (ADO). These recommendations are based on the extreme ends of all the 
five particles size distribution recommendations for soil suitability criteria discussed above. 
Another recommendation that can be seen in Table 2 is outside recommendation (OR), which 
falls outside the criteria for soil suitability for earth construction. It must be noted that the soil 
samples recommended OR were used in previous studies but are not ideally suitable for 
construction purposes based on the criteria. This, however, means that the criteria for soil 
selection may well be imperfect, due to the fact that the soils samples used in some previous 
studies which produced acceptable results are found to be outside the recommended 
techniques. 

Specific gravity, optimum moisture content and maximum dry density  
The specific gravity of a soil is used in relating a weight of soil to its volume and in the 

calculation of phase relationship, i.e. the relative volume of solids to water and air in a given 
volume of soil [81]. Specific gravity (GS) of a solid substance is the ratio of the weight of a 
given volume of material to the weight of an equal volume of water at 20 °C [24]. In simple 
language, the specific gravity of soil tells how much heavier or lighter in weight the soil is 
than water. In many situations during construction processes, it is necessary for the soil to be 
compacted to its maximum dry density [82]. Compaction is the process of mechanically 
densifying a soil by pressing the soil particles together into a closed state of contact so that the 
entrapped air can be expelled from the soil mass [83,84]. The relationship between the 
maximum dry density of soil and optimum moisture content can be obtained from soil 
compaction from standard Proctor test, and this relationship helps in determining the optimum 
water content at which maximum dry density of soil can be attained through compaction [85-
89]. Optimum moisture content (OMC) of soil is the water content at which a maximum dry 
density of soil can be achieved after compaction. Maximum dry density (MDD) of soil is the 
density obtained by the compaction of soil at its optimum moisture content.  
Table 4 presents the data collected from previously published articles on specific gravity, 
optimum moisture content and maximum dry density of soil samples used in their 
investigation. Twenty-seven (27) soil samples from 21 studies reported the details of the 
specific gravity of the soil samples used in their investigation. It can be seen from the Table 4 
that with the exception of two studies [31-78], all the others obtained specific gravity of 
between 2.00 and 2.80 as recommended by FM5-472 [31-78]. Alavéz Ramírez et al. [31] 
obtained a specific gravity of 1.82, which was below the recommendation and Millogo et al. 
[78] had a specific gravity of 3.02 which was above the recommendation. 
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Table : Specific gravity, optimum moisture content and maximum dry density of soil samples 
in previous studies. 

Source GS (OMC) (%) (MDD) /(g/cm3) 

[6] 2.5 - - 

[18] 2.57 15.4 1.83 

[19] - - 1.89 

[20] Aga soil 

Ranir Bazar soil 

2.58 14 1.79 

 2.57 17.8 1.69 

Summary and Conclusion  

suitability criteria for recommending suitable soil for earth construction purposes. Based on 
the soil properties found in literature, recommendations were made for the suitability of 
different soil samples for three main techniques (adobe, rammed earth and compressed earth 
blocks) application in earth construction, while other soil samples were found to be outside 
the recommendations. It was found some of the earth construction techniques which were 
adopted in the previous studies in which the soil samples were used are different from the 
recommended techniques because researchers usually do not determine the particle size 
distribution of their soil samples before adopting the appropriate technique to use. It was also 
observed that some of the soil samples found to be suitable in one test were unsuitable for the 
other tests, and again, some of the soil samples recommended for a particular technique in one 
test were recommended for a different technique in another test. From the foregoing, the study 
suggests that a number of tests should be conducted on soil sample for earth construction, and 
if any of the tests are found to be outside recommendation, then the use of stabiliser becomes 
necessary. In view of this, the study concludes that determining the suitability of the soil for 
earth construction is important and any soil that is found unsuitable should be enhanced with 
stabilisers before use for earth construction.  

Data Availability  
The data used to support the findings of this study are available from the corresponding author 
upon request.  
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Abstract: A recommendation is a suggestion or advice that is offered to someone in order to 
help them decide or take a course of action. It is a personal or professional opinion that is 
given based on the recommender's experience, knowledge, and understanding of the 
situation. Recommendations can be given for a variety of things, such as products, services, 
activities, places to visit, and more. They can come from friends, family members, 
colleagues, experts in a field, or even artificial intelligence systems like me. 
Recommendations can be valuable in helping people make informed decisions and discover 
new things they may enjoy the system. Recommendations can be formal or informal, and can 
be based on a variety of factors such as personal experience, expertise, research, or data 
analysis. For example, a friend may recommend a restaurant based on their personal 
experience and enjoyment of the food and atmosphere, while a travel website may 
recommend a destination based on data analysis of popular tourist destinations and customer 
reviews. 
 

Keywords: Recommendations, Decision making, Advice, Suggestion, Opinion, Research, 
Machine Learning. 
 
 
 

Introduction 
In recent years, the concept of recommendation systems has become increasingly 

popular, particularly in the realm of e-commerce and online content. Recommendation 
systems use algorithms to analyze user data such as search history, browsing habits, and 
purchase history in order to make personalized recommendations for products or content that 
the user may be interested in.  

These systems are used by companies like Amazon, Netflix, and Spotify to help users 
discover new products or content that they may enjoy based on their preferences and past 
behavior. While recommendations can be valuable in helping people discover new things and 
make informed decisions, it is important to consider the source of the recommendation and to 
do your own research before deciding. Ultimately, the decision is up to the individual, and it 
is important to make choices that align with your own values and preferences. 

Recommendation techniques are methods used to generate recommendations for 
products, services, or content that a user may be interested in. These techniques are 
commonly used by businesses to enhance customer experience, increase customer 
engagement, and drive sales. There are several different techniques used to generate 
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recommendations, including collaborative filtering, content-based filtering, and hybrid 
filtering. 
 

Related Work 
Proposed methodology 

Filtering: It is the process of selecting a subset of features or data points from a larger 
set based on certain criteria. This process is typically used to reduce the dimensionality of a 
dataset, which can help improve the performance of machine learning models by reducing the 
amount of noise and irrelevant information. 

Similarity: It refers to a measure of how alike two or more objects are. This measure 
is used to determine how similar or dissimilar two data points or patterns are in each dataset. 
The concept of similarity is essential in many machine learning tasks, including clustering, 
classification, and recommendation systems. 
 

Advantages of Proposed System 
Data Collection 

Data collection is the process of gathering and measuring information on a particular 
subject. In movie recommendation systems, data collection can involve collecting data on 
movie titles, genres, ratings, reviews, and other relevant information that can be used to train 
and improve the recommendation algorithm. 

 

 
 

Data Pre-Processing 
Data pre-processing is a crucial step in preparing data for analysis or machine 

learning models. In movie recommendation systems, pre-processing involves cleaning and 
transforming the data collected in order to make it more useful for training and improving 
the recommendation algorithm. 
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Database Design 
In this proposed system, we can train models from various datasets. Here, the raw data 

o machine learning libraries to solve these 

Another was scikit-Learning, which was used for real analysis, and it has containing various 
inbuilt functions which help to solve the problem. 
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EXPERIMENTAL RESULTS AND DISCUSSION  
EXPERIMENTAL RESULTS  

The paper focuses on content-based filtering, which assumes that users will prefer items that 
are like the ones they have liked in the past. The authors provide a detailed overview of the 
different techniques used in content-based filtering, including vector space models, latent 
semantic analysis, and probabilistic models. The paper also discusses the challenges and 
limitations of content-based recommender systems, such as the cold-start problem, where it 
can be difficult to recommend new items that do not have sufficient data, and the sparsity 
problem, where the data is incomplete or missing. The authors also discuss the importance of 
evaluating the performance of recommender systems using metrics such as precision, recall, 
and F1-score. Overall, the paper provides a comprehensive survey of content-based 
recommender systems and serves as a valuable resource for researchers and practitioners in 
the field of recommendation systems. 
The formula for cosine similarity between two vectors A and B is: 
 
 

 

Where A * B is the dot product of vectors A and B, and ||A|| and ||B|| are the Euclidean 
lengths of vectors A and B, respectively. 
 

The similarity score between a user profile vector and a movie feature vector can be 
calculated using this formula. The higher the similarity score, the more relevant the movie is 
to the user. 
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 A comprehensive review paper that evaluates the current state of content-based 
recommender systems (CBRS) and identifies future research directions in the field. The paper 
begins by providing an overview of the CBRS approach and how it differs from other 
recommender system approaches, such as collaborative filtering. It then covers the main 
components of a CBRS, such as feature extraction, user profile representation, and similarity 
measures. The authors then discuss the challenges of building effective CBRS. One of the 
main challenges is feature extraction and selection, as it can be difficult to identify the most 
relevant features that capture user preferences. Additionally, user profile representation can be 
challenging as it is important to accurately represent user preferences based on their 
interaction with the system. The paper also discusses the limitations of CBRS, such as the 
cold-start problem, where new items or users have limited data available for personalized 
recommendations. The paper then presents a critical evaluation of the different techniques 
used in CBRS, including vector space models, clustering, and neural networks. 
 

Two evaluation measures, content-based filtering and cosine similarity matrix are used to 
evaluate the algorithms. The measures can be calculated by using those following equations 

 
Content-based filtering is a machine learning technique used in recommender 

systems to recommend items to users based on their preferences and interests. It is based on 
the idea that if a user has liked or interacted with certain items in the past, they are likely to 
be interested in similar items in the future. In content-based filtering, the algorithm uses the 
features of the items (such as keywords, genres, actors, etc.) to recommend similar items to 
the user. 

The algorithm creates a user profile based on the items they have interacted with 
and their features. It then recommends new items that have similar features to those the user 
has already liked. 
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To implement content-based filtering, the algorithm typically uses a combination of 

natural language processing (NLP) and machine learning techniques to extract and analyze 
the features of the items. For example, in a movie recommendation system, the algorithm 
may analyze the title, genre, plot summary, cast, and other metadata of the movies to identify 
key features that are likely to be important to the user. 
 

A good UI design should provide users with an intuitive and visually appealing interface 
that allows them to easily search for and discover movies based on their preferences. Some 
key elements of a well-designed UI for a movie recommendation system: 
 
 

1. Search bar: A search bar allows users to quickly search for movies by title, director, genre, 
or other keywords. 

2. Filters: Filters allow users to refine their search results by factors such as release date, 
rating, and genre. 

3. Recommendations: The UI should provide users with personalized movie 
recommendations based on their viewing history and preferences. 

4. Ratings and reviews: Users should be able to rate and review movies, as well as view 
ratings and reviews from other users. 

5. Visual elements: The UI should use visual elements such as posters and trailers to help 
users discover and explore new movies. 

6. Easy navigation: The UI should have an intuitive navigation system that allows users to 
easily move between different sections of the site or app. 

7. Mobile responsiveness: The UI should be designed to work well on both desktop and 
mobile devices, with a responsive design that adapts to different screen sizes. 

 

FEATURE SELECTION 



 
M ARUTH U PAN DIYAR CO LL EG E,  T HANJAV UR  NC ID A-2K 2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 450 
  

 

Feature selection is the process of selecting the most relevant and important features 
from a larger set of features to be used in a machine learning model. In movie 
recommendation systems, feature selection involves identifying the most relevant movie 
features that can be used to train and improve the recommendation algorithm. There are 
various techniques for feature selection, including domain knowledge-based methods, 
statistical-based methods, and hybrid methods. Domain knowledge-based methods involve the 
use of expert knowledge to select the most relevant features. 

  
 

DISCUSSION: 
We implementing more advanced machine learning techniques, such as deep learning 

models, can help improve the accuracy of the recommendation algorithm. Another direction is 
to improve the user interface and user experience. This can involve developing more 
interactive and personalized interfaces that allow users to provide feedback on 
recommendations and adjust their preferences as they watch more movies. Lastly, there is also 
an opportunity to expand the scope of the recommendation system beyond movies to other 
types of media, such as TV shows or books and adding actor analysis which mentions scores 
for the actor based on the hits and flops.  
 

 
Output  Iron Man 

 

The paper begins by providing an overview of recommendation systems and the importance 
of personalized recommendations for improving user experience and engagement. The paper 
focuses on content-based filtering, which uses the attributes or features of the items being 
recommended to generate personalized recommendations.  
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Output  Avatar 
The proposed system uses collaborative filtering to generate a set of candidate movies based 

on the user's viewing history and ratings. It then uses content- based filtering to analyze the 
attributes and features of the candidate movies and generate personalized recommendations 
based on the user's preferences. The authors also propose a novel method for extracting movie 
features using natural language processing (NLP) techniques. The system analyses movie 
summaries and reviews to extract important keywords and topics related to the movie. These 
features are then used to generate personalized recommendations based on the user's 
preferences.  

The authors evaluate the performance of the proposed system using a dataset of movie 
ratings and user preferences. The results show that the proposed system outperforms 
traditional content-based filtering and collaborative filtering methods in terms of accuracy and 
efficiency. Overall, the paper provides a novel approach to content-based movie 
recommendation systems that utilizes a combination of collaborative filtering and content-
based filtering techniques, as well as NLP techniques for feature extraction.  
 

CONCLUSION: 
In the paper, machine learning algorithms are used to suggest movies to users based on their 

preferences, viewing history, and by cosine similarity. The success of a recommendation 
system depends on the accuracy of the algorithm, quality of input data, and user interface. The 
proposed system provides a more accurate recommendation of movie by using machine 
learning algorithm such as content-based filtering and cosine similarity. 
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ABSTRACT 
Internet of Things (IoT) has an effect on everyday life because digital technology is getting 
better. IoT is a group of devices with sensors that talk to each other to reach a goal. IoT 
systems have traditionally been built on top of Cloud Computing (CC). IoT devices are slow 
because CC data centres are separated from them. This slows down the speed at which real-
time applications respond. IoT devices send a lot of data to the Cloud to be processed, which 
makes the Cloud overloaded. Edge computing can stop IoT devices from being slow or 
overloaded. Fog Computing (FC) is a way to get services at the edge of a network. With 
location-awareness, the FC cuts down on latency and overloading. Bandwidth and jitter must 
be looked at during the process of allocating resources. In this work, the Lotka-Voltera load 
balancer and Elman Hebbian-Recurrent Neural Network Cache (LV-EHRCC) are proposed 
for allocating resources in an FC context. LV-EHRCC is made up of load balancing and 
allocating resources. First, the Lotka Voltera Traffic Load Balancer model is used to increase 
the amount of bandwidth available for load balancing. Second, for the best load-balanced FC 
context, an Elman Hebbian-Recurrent Neural Network model for allocating cached resources 
efficiently is made. Simulations test what will happen. In FC simulations, the LV-EHRCC 
method improves the efficiency of load balancing in terms of bandwidth, makespan, and jitter 
rate. The simulation results back up our study and show that LV-EHRCC is better than the 
benchmark approaches when they are compared.  
Keywords: IoT, Cloud Computing, Fog Computing, Lotka Voltera, Load Balancer, Virtual 
Machine, Elman, Hebbian. 
 
INTRODUCTION 

IoT has recently given rise to a fresh wave of embedded internet-connected applications. 
Numerous different application kinds can be deployed with CC, and its concentric 
administration provides effective object communication. Scalable systems can be managed 
by IoT thanks to its enormous data storage, computing power, and resource provisioning. 
IoT's low latency is used in CC's centralised framework despite its ability to handle 
scalability issues. FC can address these issues. Fog Effective Prediction and Resource 
Allocation Methodology (EPRAM) was presented in [1]. The prediction method assisted 
EPRAM in resource management. EPRAM consisted of the following modules: Data 
Preprocessing Module (DPM), Resource Allocation Module (RAM), and Effective Prediction 
Module (EPM) (EPM). To forecast the target field using one or more predictors, EPM 
employed PNN. Here, utilising user IoT data, the PNN forecasts the likelihood of a heart 
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attack and takes appropriate action. The objective was to improve QoS metrics including 
response time, bandwidth, and energy consumption while lowering latency. These elements 
were found with the aid of deep reinforcement learning (RL). Although response time, 
bandwidth, and energy usage all improved, load balancing effectiveness was not given 
priority. In order to assure processing and IoT data transfer to the CC environment, [2] 
suggests load balancing for FoT Gateways. This topology balanced the FoT data streams to 
provide scalability and latency. Cloud and Fog data traffic saw the least amount of latency 
and capacity thanks to the SDN Controller's effective management. We measured response 
time, active time, and missing samples. Round Robin and Least Connection were defeated by 
the results. IoT with FC involves hardware and software resource allocation; response time 
and active time were enhanced; bandwidth and jitter rate were not. The neural network and 
meta-scheduler in [3] effectively predicted fog resources. Five algorithms were employed to 
identify the best resources. [4] examines issues with the FC environment. offloading energy 
and data from consumer devices with limited resources to cloud infrastructure This led to 
system optimization and better performance. Fog unloading was thoroughly investigated in 
[5]. To satisfy traffic demands, one of the largest advancements in recent years has been 
moving data control and storage to the cloud. It affects latency by causing network delays. 
Fog computing, which moves control and data storage to the network edge, has become 
unavoidable in recent years as a solution to this problem. [6] offered a method for allocating 
resources and offloading work in multi-fog node systems. The average success rate and 
partial observability were enhanced using Deep Q Network (DQN) and Deep Convolutional 
Q Network (DCQN), respectively. Lack of load balance. [7] recommended a load-balancing 
method using cat swarm optimization to increase throughput and lower energy usage. In this 
study, a load-balancing and resource-provisioning strategy is proposed and put into practise. 
The suggested method combines optimization and deep neural networks to increase 
bandwidth, jitter, makespan, and load balancing. The FC environment's best load balancing 
and resource distribution is made possible by the Elman Hebbian-Recurrent Neural Network 
cache resource allocation (LV-EHRCC) and Lotka Voltera load balancer. 
1.1 Contributions 
Work contributions include: 

-Recurrent Neural Network cache 
resource allocation (LV-EHRCC) in Fog Computing environment for significant prediction 
by combining a novel load balancing and resource allocation model, ensuring accurate 
balancing analysis with minimum bandwidth and jitter. 

balancing during user request jobs. 
-Recurrent Neural Network based cache resource allocation model to enable 

resilient and accurate decision making based on studied load and optimal resource allocation 
across user requested tasks. 

-EHRCC approach against EPRAM and load 
balancing for FoT-Gateways to show predictive analytical performance of suggested method. 
1. Organization of the paper 

Here's how the rest of the paper is organised. A literature review of load balancing and 
resource allocation is presented in Section 2. The proposed methodology LV-
EHRCCresource allocation in fog computing environment is presented in Section 3. The 
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experimental setup is described in Section 4, results and analysis are discussed in Section 5, 
and conclusions are presented in Section 6. 
2.  Related works 

The upcoming fog computing and Internet of Thing IoT are said to be mandatory for the 
next-generation communication applications. However, the communication capacity was 
found to be constrained upon comparison with the increase in the numbers of IoT devices. 
Moreover, optimal allocation of distinct tasks ignites the load balancing aspect in the FC 
network to ensure optimal resource allocation.  

In [8], a fog load balancing problem was designed taking into consideration the 
communication and computation aspects with the objective of reducing the cost involved in 
load balancing. However, processing time yet another factors involved during load balancing 
should also be kept into consideration. In [9], Home Edge Computing was designed on the 
basis of clustering and load balancing technique. With this not only the congestion was 
avoided but also resulted in the minimization of latency.  

Despite the outstanding works performed to enhance the fog computing applications the 
task scheduling issue is still considered to be the major concerns. Owing to this, a novel 
multi-objective method was presented in [10] on the basis of combining marine predator's 
algorithm with the  
polynomial mutation mechanism (MHMPA). With this efficient task scheduling in FC 
environments was ensured. An outpouring in the significance of sensors and real-time 
monitoring factors has lead the way to the combination of two major techniques, the cloud 
computing environment and the Internet of Things (IoT). Moreover, the large stream data 
processing has resulted in yet another novel technique, fog computing.  

A survey of application algorithms for fog computing was investigated in [11]. In [12], 
five important factors were brought about, concerns in fog computing, optimization process 
involved in fog and IoT, compared scheduling algorithms, rationalized the scheduling 
patterns and finally, measures were also taken for improving scheduling. A protection 
mechanism for edge computing was analyzed in [13].   

Real time decision making is said to be arrived at when applied with latency aware 
resource allocation. Fog nodes when employed with cloud computing environment would 
ensure optimized decision making. In [14], an efficient resource allocation and fault tolerance 
method for fog layer was proposed. Also recovery time involved in case of failure was also 
said to be improved. In [15] log likelihood ratio was measured for improved decision making 
in cloud environment.  

of VM has to be optimized. A new multi-objective optimization method with dynamic 
resource allocation combining the present state and future predicted data concerning each 
load, virtual machine relocation cost and new VM stability were also considered in a 
comprehensive manner. Also a multi-objective optimization genetic algorithm (MOGANS) 
was presented to address the issues concerning time and VM allocation in [16]. Yet another 
method for data reduction was proposed in [17] by employing naïve Bayes classifier. In [18] 
by introducing mixed integer nonlinear optimization offloading was introduced for ensuring 
smooth computing resource allocation.  

The explosive evolution of small cell Base Stations (SBSs) delegated with computing 
potentialities presents one of the most ingenious factors applied as far as 5G cellular networks 
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are concerned to address data explosion and ultralow latency. In [19], Green-based Edge 
Network Management (GENM) algorithm was proposed that ensured green-based load 
balancing in BSs and reduced consumption of energy within the Multi-access Edge 
Computing (MEC) server. In [20] yet another hybridization of heuristics technique was 
applied to cope up with the load balancing issue. 

[21] models Resource Optimization In Fog Computing With Shift-Invariant Deep 
Convolutive Load Balancing technique in simulated Fog Computing environment using 
ifogsim. 

In a fog computing environment, another [22] load balancing method using the 
Differential Evolution-based Grey Wolf Optimization model and the resource allocation 
method utilising the stochastic gradient and Deep Reinforcement Learning-based Resource 
Allocation model are examined. 

From the above research gaps, it has been analyzed that previous works on load balancing 
in FC environment has given little significance to bandwidth-improved load balancing and 
jitter optimized resource allocation. Present research on load balancing and resource 
provisioning has been done to get the better of the issues considered earlier and to bridge the 
gaps in the previous studies. 
1. Methodology  

In this section, a three-plane LV-EHRCC resource allocation method of a FC network is 
presented. The first tier of the LV-EHRCC method consists of sensors NEC personal cloud 
traces, for example, volume, node, session and request types and transmits to the fog nodes. 
The fog nodes constitute the second place of the method. The data or data packets obtained 
from IoT devices are analyzed by the fog nodes, and the results are sent back for further 
analysis. To ensure that all the combinations of workloads and providers are addressed in 
real-time environment, the fog nodes are placed at the edge of network i.e. adjacent to the IoT 
devices. The results of combinations of workloads and providers are also stored in the cloud 
data center present at cloud plane. Moreover, the transmission link between cloud server and 
fog nodes are constructed via proxy server. The cloud data center is predominantly utilized to 
ensure optimal data centers for storage. The fog computing-based method of our proposed 
method is shown in Figure 1.Figure 1 shows the three FC planes: end, fog, and cloud. End 
Plane: Contains end devices D=D1,D2,...,Dm or IoT devices and is FG's data source. Let's 
assume user-requested jobs are categorised by bandwidth and jitter. For each user-requested 
task, bandwidth and jitter are pre-arranged based on the quantity of instructions or data 
packets. 

Fog Plane: fog nodes FN=FN 1,FN 2,...,FN n next to end devices D=D1,D2,...,Dm. Data 
exchanges between fog nodes FN and end devices D expose delay.Fog nodes are co-located 
with Base Stations, to which IoT devices are attached. Offloaded jobs require CPU, memory, 
and storage in Virtual  Machine (VM) to process data packets for bandwidth and jitter.The 
confined resource volume at the fog node may not allowall tasksT=T1,T2,...,Tm to be 
processed at the same time due to the bandwidth and jitter associated in offloading activities. 
So, tasks are queued up. 

 Cloud Plane has an unlimited-resource cloud data centre (CDC). 'CDC' uses a single-user 
VM to process 'T' for best performance. Data transmission latency is caused by the bandwidth 
between FN and CDC and jitter. Based on user-requested task processing arrangement in the 
three-plane Fog Computing network, processing (optimal load balanced resource allocation) 
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is split into two portions.User Request Task Buffering (URTB) at fog nodes defines 
implementation sequences on user request task arrivals. Lotka Voltera Traffic Load Balancer 
is used to accomplish URTB in this work. 
 
 

 

By calculating traffic load and looking at the queue using Lotka Voltera optimization, this 
approach achieves efficient load balancing with better bandwidth, even with a huge number 
of user-requested jobs. Virtual machines are allocated according to user-requested tasks in a 
bandwidth-optimized load-balancing manner.Optimal Resource Allocation at fog nodes 
(ORA): The Elman Hebbian-Recurrent Neural Network allocates user-requested tasks to fog 
resources in the waiting queue so scheduled tasks can run.With global cloud networks 
connecting millions of IoT devices to a large number of servers, cloud user requests across 
devices take a long time. Due to this, cloud user requests on the edge of the cloud are moved 
to a costly fog layer. Optimized load balancing between fog and cloud layers is required for 
excellent service quality and efficiency. This study introduces a Lotka Voltera Traffic Load 
Balancer model that optimises bandwidth rate by considering traffic load and Lotka Voltera 
function. Figure 2 depicts Lotka Voltera Traffic Load Balancer structure.As indicated in the 
following Lotka Voltera Traffic Load Balancer model, correlations between transfer speed 
and load are recognised using two steps. First, the real traffic load is evaluated using the IoT 
device's transmission power, channel gain, and size. Second, a Lotka Voltera optimization 
function considers the propagation speed and saturation rate of incoming and queued 
workloads. 
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   (1) 

From equation (1), a Poisson process is used to describe random occurrences (i.e., user-
requested activities). 
The channel gain 'CG' is measured as follows. 
 CGL=10log  (2) 

- j j', then the IoT dev
mathematically defined as follows. 

 
Figure 2 Lotka Voltera Traffic Load Balancer model 

 

 

- j j', then the IoT device
mathematically defined as follows. 

 MagjL=BWjXlog10 1+SNRL       (3) 
D L

BSj en below.  
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  (4) 

L TLjL
DPFRL DPL DCjL

the device BSj
of improving the volume or number of information (i.e., data packets) transmitted at a 
specific time instance in a load balanced fashion, in our work Lotka Voltera function is 
employed. The Lotka Voltera function also referred to as the predator-prey equations  
(i.e., user requested tasks-tasks in the queue) denotes the pair of nonlinear differential 
equations, in which two species interact (i.e., incoming tasks and the tasks already in queue), 
one as a predator (i.e., user requested tasks) and the other as prey (i.e., tasks in queue). This is 
mathematically formulated as given below. 

   (5) 

 

   (6) 

From equations (5) and (6), and refer to the propagation rate of user-requested tasks, 
saturation rate of user-requested tasks, saturation rate of tasks in queue, and propagation rate 
of queue 
saturation rate, load balancing between user-requested tasks is ensured, increasing the 
maximum quantity of data or data packets that can be transmitted over the internet in a given 
time. Below is Lotka Voltera's pseudo code. 
Input DS

VM  

Output:Bandwidth-improved optimal load balancing 

1: Initialize m,n,l,k CDC BS Q  

2: Initialize CPU M S TransPL  

3: Initialize  

4: Begin  

5: For each Datase DS D FN DP  

6: Evaluate Signal to Noise Ratio as in (1) 

7: Estimate magnitude of the IoT device as in (3) 

8: For BS  

9: Evaluate traffic load as in (4) 

10: End for  

11: For T Q  
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12: Evaluate predator and prey as in equations (5) and (6) 

13: End for 

14: End for  

15: End  

Algorithm 1 Lotka Voltera Traffic Load Balancer 
In the aforementioned Lotka Voltera Traffic Load Balancer algorithm, traffic load is 
measured using Poisson process to improve bandwidth first. Second, with the observed traffic 
load, a Lotka Voltera optimization function assesses the tasks that may be handled, balancing 
load optimally. User-requested tasks are distributed evenly between virtual computers. These 
two functions increase bandwidth and load balance. 
1. Elman Hebbian-Recurrent Neural Network based cache resource allocation 
Upon load balancing, user-requested tasks must be allocated to fog resources in the waiting 
queue so planned tasks can be done on time. Despite various studies ensuring effective 
resource allocation, significant congestion is reported to cause dissimilarity in data packet 
flow between two systems or user-requested tasks, resulting in delay. This part presents an 
Elman Hebbian-Recurrent Neural Network-based cache resource allocation model. In this 
model, all user-requested tasks are expected to be stored in the local cache and can be 
obtained directly from Base Stations without downloading from the cloud data centre. In 
Elman Hebbian-Recurrent Neural Network based cache resource allocation, inputs and 
outputs are provided to learn mapping between inputs (i.e., load balanced user requested 
tasks) and outputs (i.e., optimal resource allocation). The Elman Hebbian-context unit of 

CUHL HLt-1
BHL 1

Hebbian learning rule is applied to update the weight as given below.  
    (9) 

 (10) 

From the above equations (9) and (10), the weights and input features are utilized to generate 
an output (i.e., resource allocation). The weights as given above are represented in the form 
of matrix called as, Connection Matrix. Moreover, in the Context Unit cache resource 

BS d 
by all the users at any time instance is given below. 
   (11) 
For each cache level resource allocation, to increase the total receivable data packets of all 
users is formulated as given below.  

(12) 

Fj
DPi
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aggregated sum of data packet processing and data packet exchange time between user 
T BS

layer as given below.  
 (13) 

OLt
  

WOL HLt BOL
pseudo code representation of Elman Hebbian-Recurrent Neural Network based cache 
resource allocation is given below. 

 
 

Figure 3Structure of input layer and hidden layer and an output layer 

 

Input DS
VM

 
Output: Jitter improved optimal resource allocation  
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1: Initialize W=1  
2: Begin 
3: For DS D FN DP

F  
//Input layer 
4: Formulate input vector matrix as in equation (7) 
//Hidden layer 
5: Formulate hidden layer as in equation (8) 
6: For each tasks T   
7: Update weight matrix as in equations (9) and (10) 
8: End for  
//Context Unit 
9: Obtain data packets acquired by all the users as in equation (11) 
10: Formulate cache level resource allocation condition as in equation (12) 
//Output layer 
11: Formulate output vector matrix as in equation (13)  
12: End for  
13: End  

Algorithm 2 Elman Hebbian-Recurrent Neural Network based cache resource allocation 
In the above Elman Hebbian-Recurrent Neural Network-based cache resource allocation 
algorithm, the input layer receives feature values and load-balanced virtual machines for each 
user request.The hidden layer formulates the resource allocation problem. Hebbian-based 
Context Unit weight update.Also, user-requested tasks and Base Stations exchange cache-
level data packets. Output layer shows whether resources were allocated.Because the cache is 
handled instead of the cloud data centre, the delay between received data packets is 
minimised. This reduces jitter  and increases makespan. 
 Experimental settings 

In this section, iFogSim simulates the proposed LV-EHRCC resource allocation  in FC 
environment and existing methods namely the Effective Prediction and Resource Allocation 
Method (EPRAM) [1] and load balancing for FoT-Gateways [2] over different performance 
metrics using Personal Cloud Dataset obtained from http://cloudspaces.eu/results/datasets 
Java Language and iFogSim simulator are used to measure load balancing and resource 
management across fog and cloud resources. 
1. Dataset details 

The NEC Personal Cloud Dataset integrates two sources of information, i.e., from storage 
layer and sharing interactions. Table 1 given below provides the storage layer description 
whereas Table 2 given below provides the column field description.  
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Table 1 Storage layer description 
S. 
No 

Feature Description 

1 Volume 
Considered as a directory with 3 types of volumes: i) root/predefined, ii) 

udf (user defined folder) and iii) share (sub-volume of another user to 
which the current user has access). 

2 Node A node is a file or a directory in the system. 

3 Session 
Session is used to identify requests of a single user during session lifetime 

that does not expire automatically. The client may disconnect, or server 
may go down, therefore resulting in the end of the session 

4 
Request 

types 
There are different request types.  They are storage, session and rpc. 

 

Table 2 Column fields description 
S. No Feature Description 

1 Row_id Database row identifier 
2 Account_id Personal cloud account 
3 File_size Size of the uploaded file 
4 Operation_time_start Starting time of the API call 
5 Operation_time_end Ending time of the API call 
6 Time_zone Time zone of a node 
7 Operation_ID ID of API call 
8 Operation_Type Type of API call 
9 Bandwidth_Trace Time series trace 
10 Node_ip IP address of node 
11 Node_name Name of node 
12 Quota_start Amount of data at the starting of API call 
13 Quota_end Amount of data at the end of API call 
14 Quota_total Total amount of data 
15 Capped Capped or not 
16 Failed Indicates if API has failed 
17 Failure Available failure information 

2. Discussion 
This section compares proposed Lotka Voltera load balancer and Elman Hebbian-

Recurrent Neural Network cache resource allocation (LV-EHRCC) in FC environment with 
existing state-of-the-art methods, Effective Prediction and Resource Allocation Method 
(EPRAM) [1] and load balancing for FoT-Gateways [2]. Personal Cloud Datasets are utilised 
for performance analysis using metrics, bandwidth, load balancing efficiency, jitter, and 
makespan for 50000 distinct user requested jobs in iFogSim simulator using graphical user 
interfaces. 
1. Performance analysis of load balancing  
Load balancing distributes network traffic between servers to improve potential and 
dependability. It also refers to user-requested task dispersal. This efficient workload 
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distribution manages the workload better by allocating resources between numerous servers 
quickly, resulting in higher performance. The goal is to effectively distribute load among 
multiple servers. When one server is busy with user requests and others are idle, some of the 
burden is moved to a nearby server with fewerrequests. By distributing workload, bandwidth 
and jitter are effectively used. This is shown below. 
EffLB=TAEnX100   (14) 
 From the above equation ( EffLB

TAE
n

percentage (%). Table 3 given below lists the load balancing efficiency results obtained using 
the equation from (14).  
Table 3 Comparison results of load balancing efficiency using LV-EHRCC, EPRAM [1] and 
Load balancing for FoT [2] 

Number of tasks Load balancing efficiency (%) 

 
LV-EHRCC EPRAM Load balancing for FoT 

5000 98.7 97.7 96.3 

10000 97.15 94.35 92.15 

15000 97 94.15 90 

20000 96.85 93.56 88.35 

25000 96.35 92.15 86.15 

30000 96 91.15 83.25 

35000 95.15 90.35 81 

40000 95.05 87.35 80.15 

45000 94.35 85.25 79.35 

50000 93.25 83 78 
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Figure 4Graphical representation of load balancing efficiency
Load balancing efficiency measures how well user-requested activities are assigned in fog 
computing. Figure 4 shows load balancing efficiency for LV-EHRCC, EPRAM [1], and FoT 
[2] at different service sizes (i.e., with respect to different numbers of tasks in the range of 
5000 to 50000). According to the results analysis, the difference between the three 
approaches is minimal but grows when the number of user-requested actions increases. Our 
load balancing approach performs better for all task sizes. The simulation with 5000 tasks 
showed that the three techniques were 98.7%, 97.7%, and 96.3& efficient at load balancing. 
The suggested LV-EHRCC approach balances loads more efficiently than [1] and [2]. Lotka 
Voltera's optimization function boosted performance. This function examined both 
propagation speed, task saturation rate, and queued tasks. Thus, VMs were balancedly 
allocated to user-requested tasks. The LSR LV-EHRCC approach improves load balancing 
efficiency by 6% compared to [1] and 13% compared to [2].
2. Performance analysis of Bandwidth

Bandwidth is the amount of data sent at one time. Bandwidth is the greatest quantity of 
data or data packets transmitted over the internet in a given time. It relates to network speed, 
not data packet movement speed. More data packets are delivered with higher bandwidth. 
Bandwidth is the quantity of data that can be transferred in a given period within a network. 
Table 4 includes bandwidth measurements utilising LV-EHRCC, EPRAM [1], and Load 
balancing for FoT [2].
Table 4 Comparison results of bandwidth using LV-EHRCC, EPRAM [1] and Load 

Number of tasks  Bandwidth (Mbps)
LV-EHRCC EPRAM Load balancing for FoT

5000 20 21 18
10000 23 22 19
15000 25 24 20
20000 28 27 22
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25000 31 28 23
30000 35 31 25
35000 38 33 27
40000 40 35 29
45000 42 38 32
50000 45 40 35

Figure 5Graphical representation of bandwidth
3. Performance analysis of makespan

Makespan refers to the time difference between the start and finish of a sequence of user 
requested tasks. This is obtained as given below.

Ms=n* t [SOT] (15)
Ms

n nd the time involved in the scheduling of single user requested task 
t [SOT]

Table 5 given below lists the makespan efficiency results obtained using the equation from 
(15).
Table 5 Comparison results of load balancing efficiency using LV-EHRCC, EPRAM [1] and 
Load balancing for FoT [2]

Number of tasks Makespan (ms)   

LV-EHRCC EPRAM Load balancing for FoT

5000 7.5 12.5 16.5

10000 9.35 12.85 17.25

15000 10.15 13.35 17.85

20000 10.85 14 18.35
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25000 11.25 15.15 18.85

30000 11.85 17.85 21.35

35000 12.35 19.35 25.25

40000 14.55 20.15 27.15

45000 16 23.45 29

50000 17.85 25 29.85

Figure 6 Graphical representation of makespan

Figure 6 given above shows the impact of makespan for 50000 different user requested tasks 
involved in the process of optimal resource allocation in fog computing environment. For 
different numbers of tasks, the makespan also varies with no uniformity observed between 
three methods. However, with simulations involving 5000 tasks, the time involved in the 
scheduling of single user requested task using the three methods were found to be 0.0015ms, 
0.0025ms and 0.0033ms respectively. With this the overall makespan for 5000 tasks were 
observed to be 7.5ms, 12.5ms and 16.5ms using LV-EHRCC, EPRAM [1] and Load 
balancing for FoT [2] respectively, showing an improvement using the proposed LV-EHRCC 
method. The reason behind the improvement was due to the application of Elman Recurrent 
Neural Network. By applying this, cache resource allocation was performed in the context 

BS
obtaining total receivable data packets of all users in such a way by reducing the transmission 
delay and data packet exchange time between user requested tasks and the Base Stations 
BS -EHRCC method was found to be 30% 

improved compared to [1] and 45% improved compared to [2].
4. Performance analysis of jitter

Finally, jitter is referred to as the delay between received data packets. Jitter is 
considered as the dissimilarity in the data packet flow between two systems that might take 
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place owing to network congestion. With the application of FC environment, jitter can be 
reduced considerably. The jitter is measured by identifying the average of time difference 
between each packet sequence.   
 J=(DPSeqTD )/n  (16) 

J
DPSeqTD n

milliseconds (ms). Table 6 given below lists the jitter measure results obtained using the 
equation from (16).  
Table 6 Comparison results of load balancing efficiency using LV-EHRCC, EPRAM [1] and 
Load balancing for FoT [2] 

Number of tasks Jitter (ms)   

 
LV-EHRCC EPRAM Load balancing for FoT 

5000 7.8 10.2 12.6 

10000 9.5 11.35 16.15 

15000 12.35 15.15 18 

20000 14.15 18.25 22.55 

25000 15.85 21.35 27.35 

30000 17 22.15 29.25 

35000 18.35 24.35 31.35 

40000 21.45 28.15 33 

45000 28.35 31.35 35.15 

50000 30 34 37 

Figure 7 displays ideal FC resource allocation jitter rate. 
Figure shows that all three approaches increased jitter for 25000 tasks. For 5000 user-
requested activities, 5 data packet sequence flows,the time difference using the suggested 
LV-EHRCC technique was 12ms,11ms,8ms,3ms,5ms, 15ms,13ms,11ms,5ms,7ms, and 
18ms,14ms,13ms,8ms,10ms. 



M ARUTH U PAN DIYAR CO LL EG E,  T HANJAV UR NC ID A-2K 2 5

NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE

ISBN: 978-81-983933-7-1 469

Figure 7Graphical representation of jitter

The three approaches' jitter rates were 7.8ms, 10.2ms, and 12.6ms. LV-EHRCC had a lower 
jitter rate than [1] and [2]. Elman Hebbian-Recurrent Neural Network-based cache resource 
allocation algorithm minimised jitter rate. In the hidden layer, our technique used Hebbian 
learning-based Context Unit weight update to pose the resource allocation problem. In case of 
resource requirements, cache was processed instead of directly retrieving from the cloud data 
centre. This reduces LV-EHRCC jitter rate by 20% vs. [1] and 35% vs. [2].
3. Conclusion

This study discusses fog computing resource allocation. Lotka Voltera load balancer and 
Elman Hebbian-Recurrent Neural Network cache resource allocation (LV-EHRCC) are 
presented for fog computing. LV-EHRCC approach balances load and allocates appropriate 
resources in fog computing. First bandwidth-efficient Lotka Voltera Traffic Load Balancer 
model balances incoming loads among virtual machines. Elman Hebbian-Recurrent Neural 
Network-based cache resource allocation approach improves jitter-optimal resource 
allocation. Simulations indicated that LV-EHRCC enhances bandwidth, jitter rate, and load 
balancing efficiency over state-of-the-art approaches.
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Abstract 

As a vital component of agriculture management system, crop yield prediction helps measure 
the productivity of crops. While it is relatively hard to assess the corresponding yields due to 
the intricate interplay of numerous environmental, cultivary and economic factors, it is still 
possible to make the forecasting adequately accurate using special methods. In this study, a 
new strategy is proposed for improving crop yield forecasting via the construction of the 
stacked ensemble regression model guided by the highly advanced meta-learning algorithms. 
The method stands out for its strong points of several baseline regression techniques based on 
Random Forest, Gradient Boosting, Support Vector Machine, K-Nearest Neighbors, and 
LightGBM, and thus it is likely to be able to find certain patterns and relationships in the data 
regarding agriculture. Moreover, Meta-Learner Magical Ensemble algorithm has also been 
introduced to increase the prediction quality of the system. The effectiveness of the planned 
method is tested on the exhaustive crop yield data set, while considering the geo-climatic 
location and crop types. The experimentation outcome shows that the stacked ensemble 
regressor model outperform the individual baseline models in the context of prediction error 
rates. 

Keywords: Crop yield prediction, Stacked ensemble regression, Meta-learners, Agricultural 
data analysis, Machine learning. 

Introduction: 

Agricultural activities are a key source of life support for communities as they meet their 
needs for e.g. food, clothing, and shelter through food production [1]. India depends mainly 
on agrarian activities where almost 60% of all the labour supply relates to the agricultural 
sector [2]. Agriculture remains the primary source of income in the country and, therefore, 
the food industry is an increasingly dynamic sector that is contributing to global food trade 
[3]. The Indian retail sector is a major contributor to the national economy; food industry 
among others provides an important base for this sector which stands fifth across the world in 
terms of production, consumption, export, and growth [4]. 

Since the beginning of human history, agriculture has been the primary human 
activity for lasting life and societal development, as it has served as the mainstay of the 
economic and social structure [5]. The agricultural industry transforms to fit the reality of an 
increasingly changing world as societies proceed on their evolution path [6]. Technological 
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developments, mostly artificial intelligence (AI) and machine learning, certainly will bring in 
a great deal of transformation to the agriculture industry [7]. Such technologies provide 
chances of improvement in/to the efficiency, sustainability, and resilience of agricultural 
practices. 

Along with the many disadvantages, technology integration to increase productivity 
and to alleviate agricultural problems is a major issue [8]. Efficiency, biodiversity, resilience, 
and flexibility being the characteristics of the modern agricultural system, the system should 
be able to solve the emerging issues afresh [9]. Applying AI and ML techniques is a good 
way for agricultural supply chain to apply data-driven decisions to achieve productivity, 
sustainability, and profitability [10]. 

AI is making a strong impression in multiple areas of the entire food value chain 
through the developing of sustainable farming techniques, crop management, diseases 
control, precision agriculture, logistics and food safety initiatives [11]. By being flexible, 
high performance, and at the same time less expenses, AI technology represents very 
necessary tools for the agricultural modernization. These innovations are responsible for the 
conservation of resources such as water, excellent labor efficiency, and better product quality 
for they abandon the use of chemicals such as pesticides and herbicides. 

The motivation behind this study is that there must be high level of accuracy and 
reliability in crop yield prediction process. Proper predictions are the foundation for enhanced 
resource allocation, minimizing risks, and lifting yield growth in agriculture. It is evident that 
there exists clear encouragement to think imaginatively for discovering new strategies which 
will help us get more reliable yields. 

The main purpose of this research is to construct an effective and precise model useful 
for crop yield prediction. This relates to challenges like data diversity and variability, model 
complexity and difficulty with interpretation. Moreover, it is essential to examine the 
ensemble learning approach where the capabilities of several regression model can be 
combined to achieve higher prediction skills. 

The objectives of this research are: 

 To develop a stacked ensemble regression model for crop yield prediction. 
 To investigate the effectiveness of advanced meta-learners in enhancing ensemble 

model performance. 
 To evaluate the proposed approach on real-world agricultural datasets and 

compare its performance against baseline models. 

The major contribution of the research would be in the agricultural data analytics and 
contribute to the hunger resilient society. Through a development of more accurate, reliable, 
and robust predictive models for crop yield, this research can facilitate to farmers resource 
management, lower risks, and finally increase food security. 
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This paper is structured as follows: The first section of the Introduction is where the 
research background and the reason for the study are presented The Literature Review 
performs an in-depth investigation and analysis of agricultural research and the body of 
knowledge associated with crop yield prediction and ensemble learning. The Methodology 
section describes the overall process and covers such details as data processing steps, model 
selection criteria, and performance measures. The Experiment Result section devotes to 
present the outcomes of designed experiments to evaluate proposed method performance and 
effectiveness. In conclusion, it presents the summary of the main findings and the necessity 
for further investigations. 

2. Related Work: 

In a recent study [12], Machine Learning Classification Models were utilized to 
forecast crop output based on temperature, rainfall, and area in 14 districts of Kerala. Logistic 
Regression, Naïve Bayes, and Random Forest Classifier were employed, with Random Forest 
achieving the highest accuracy of 92.81%. The study aimed to improve precision farming and 
crop growth efficiency. 

Another study [13] evaluated machine learning approaches for crop yield prediction, 
integrating temperature and rainfall data using various models including LSTM, Simple 
RNN, Random Forest, XGBoost, KNN, Logistic Regression, and Artificial Neural Networks. 
LSTM excelled in temperature prediction, while Simple RNN performed better in rainfall 
prediction. The study highlighted the effectiveness of combining machine learning with 
agriculture. 

A comparative analysis of crop yield prediction models using machine learning 
algorithms identified challenges such as algorithm complexity and limitations of linear 
regression. Solutions proposed included simplifying input components and utilizing extensive 
soil datasets for more accurate forecasting. The study emphasized the enhancement of crop 
yield predictions through machine learning in agriculture [14]. 

An aim [15] was to automate agricultural activities and predict crop production by 
establishing relationships between yield factors like temperature and rainfall. Multivariate 
Polynomial Regression, Random Forest Regression, and Support Vector Machine Regression 
were employed, with SVM Regression outperforming other models. The study [16] focused 
on developing strategies for precise crop yield prediction. 

The research [17] analyzed the impact of environmental factors on crop yield, 
focusing on rice cultivation in India. Linear Regression was used to establish connections 
between environmental factors and yield, with an R-squared value of 0.72. The study [18] 
suggested expanding the analysis to include additional factors and utilizing data mining tools 
for enhanced understanding. 

Another study [19] concentrated on fundamental parameters for easy comprehension 
by farmers and employed regression techniques like Kernel Ridge, Lasso, Elastic Net, and 
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Stacking Regression. The study [20] demonstrated that Stacked Regression reduced loss to 
less than 1%, highlighting its potential in enhancing predictive accuracy. 

Researchers [21] collected, stored, and analyzed data to estimate yield and optimize 
predictions using techniques like multiple regression, decision tree regression, polynomial 
regression, and K-means clustering. The study aimed to predict crop yields for different states 
and utilized the Rolling Mean technique for prospective estimates. 

3. Methodology 

The proposed methodology consists of the following steps: 

3.1 Data Preprocessing 

To address missing values in the agricultural dataset during the data preprocessing 
phase, mathematical equations can be employed to systematically replace these missing 
values with appropriate statistical measures. Let X represent the dataset,  denote the  
column of X, and  signify the  observation in column . 

For numerical columns , where , with m being the total number of 
numerical columns: 

A. Replacing with Mean :  

   

 

 

 

B. Replacing with Median :  

 

   

  

 

For categorical columns , where , with n being the 
total number of categorical columns: 

C. Replacing with Mode  
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D. Encoding 

The label encoding process, often used in preprocessing categorical data for machine 
learning tasks, can be described mathematically as follows. Let X represent the dataset with n 
samples and m features. Consider a categorical feature  with q unique categories, denoted as 

, where i ranges from 1 to m. 

Mapping Categories to Integers: In label encoding, each unique category  is 
mapped to an integer value , where  ranges from 0 to . This mapping can be 
mathematically expressed as: 

 

 

 

 

Encoding Categorical Feature:The encoding of categorical features involves 
converting the original categorical variables into numerical representations. Let  denote a 
categorical feature with  representing the j-th category and  representing the 

corresponding integer mapping. During the encoding process,  is transformed into a 
numerical feature , which takes on the integer mapping  if  equals . Mathematically, 
this can be expressed as: 

 

Here,  represents the encoded numerical feature derived from the original 
categorical feature . If  is missing, denoted by a  (Not a Number) value, then  is 
also assigned a NaN value to indicate the absence of information. This encoding process 
facilitates the utilization of categorical features within machine learning algorithms that 
require numerical inputs. 

3.2 Proposed Stacked Ensemble Learning 

In the model selection phase, several baseline regression models were considered for 
their efficacy in predicting crop yields. The selection process involved assessing the 
suitability of various algorithms for the task at hand, with a focus on their performance and 
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characteristics. The chosen models included Random Forest, Gradient Boosting, Support 
Vector Machine (SVM), K-Nearest Neighbors (KNN), and LightGBM, each offering distinct 
advantages in addressing the complexities inherent in crop yield prediction tasks. 

Random Forest, a widely-used ensemble learning technique, was selected for its 
ability to handle high-dimensional datasets and nonlinear relationships. This model 
aggregates predictions from multiple decision trees, thereby reducing overfitting and 
enhancing generalization performance. Gradient Boosting, another ensemble method, 
sequentially builds a collection of weak learners to create a strong predictive model. Its 
iterative nature enables the capture of complex patterns in the data, making it suitable for 
capturing subtle variations in crop yield dynamics.The Random Forest model consists of an 
ensemble of decision trees. Let  denote the decision tree with parameters , and 

 represent the prediction made by the Random Forest model. 

 

Where: 

-  is the number of decision trees in the forest. 

-  is the prediction made by the ith decision tree with parameters . 

Gradient Boosting builds an ensemble of weak learners (usually decision trees) 
sequentially, where each new model corrects the errors made by the previous ones. Let  
denote the  weak learner, and  represent the prediction made by the Gradient 
Boosting model. 

   

Where: 

-  is the number of weak learners. 

-  is the contribution weight assigned to the ith weak learner. 

Support Vector Machine (SVM) was included in the model selection due to its 
effectiveness in handling both linear and nonlinear relationships through the use of kernel 
functions. SVM aims to find the optimal hyperplane that maximizes the margin between 
different classes, thereby facilitating accurate prediction of crop yields even in high-
dimensional feature spaces. SVM finds the hyperplane that best separates the data points into 
different classes. In the case of regression, it finds the hyperplane that best fits the data. Let  
denote the weight vector, b denotes the bias term, and  denote the feature transformation 
function. The prediction made by the SVR model is given by: 
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K-Nearest Neighbors (KNN), on the other hand, relies on the similarity of instances to 
make predictions. It calculates the distance between a given data point and its neighbors to 
determine the most likely class or value, making it a versatile choice for various prediction 
tasks.K-Nearest Neighbors predicts the target value for a new data point by averaging the 
target values of its k nearest neighbors. Let  denote the target value of the ith neighbor, and 

 denote the distance between the new data point and the  th neighbor. The prediction made 
by the KNN model is given by: 

    

LightGBM, a gradient boosting framework that uses tree-based learning algorithms, 
was chosen for its efficiency and scalability. LightGBM employs a novel gradient-based 
approach to decision tree splitting, resulting in faster training times and improved accuracy 
compared to traditional gradient boosting methods. Let  denote the decision tree with 
parameters , and represent the prediction made by the LightGBM model. 

   

Where  is the number of decision trees in the ensemble. 

These equations represent the prediction functions of each baseline regression model used in 
the stacked ensemble regressor. 

Pseudocode  Stacked Ensemble Learning (SEL): 

Step 1: Data Collection and Preprocessing 
i. Load the dataset. 

ii. Preprocess the data to handle missing values, encode categorical 
variables, and scale numerical features. 

Step 2: Model Building 
i. Split the dataset into training and testing sets. 

- Base Model Initialization 
i. Initialize base regression models: 

1. Random Forest Regressor (RF_regressor) 
2. Gradient Boosting Regressor (GB_regressor) 
3. Support Vector Machine Regressor (SVR_regressor) 
4. K-Nearest Neighbors Regressor (KNN_regressor) 
5. LightGBM Regressor (LGBM_regressor) 

ii. Stacked Ensemble Model Construction 
1. Initialize the final estimator: 

a. Linear Regression Estimator (LR_estimator) 
b. Create the stacked ensemble regressor: 
c. stacking_regressor = Stacking Regressor 
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final_estimator=LR_estimator) 
- Model Training 

i. Train the stacking regressor: 
1. Generate predictions from base regressors: RF_regressor, 

GB_regressor, SVR_regressor, KNN_regressor, 
LGBM_regressor. 

2. Train the final estimator (LR_estimator) on the predictions. 
- Model Evaluation 

i. Evaluate the stacking regressor on the testing data. 
ii. Calculate performance metrics such as Mean Squared Error (MSE), 

Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), R-
squared (R2), and any other relevant metrics. 

3.3 Model Evaluation 

In the model evaluation phase, the performance of the stacked ensemble regression 
model was assessed using a range of appropriate metrics to provide a comprehensive 
understanding of its predictive capabilities. These metrics included mean squared error 
(MSE), mean absolute error (MAE), R-squared (R²), root mean squared error (RMSE), mean 
absolute percentage error (MAPE), and Pearson correlation coefficient. 

Mean Squared Error (MSE): The MSE is calculated as the average of the squared 
differences between the predicted and actual values. It is expressed as: 

   

where n is the number of samples,  is the actual value, and  is the predicted value for 
the  sample. 

Mean Absolute Error (MAE): The MAE represents the average of the absolute 
differences between the predicted and actual values. It is given by: 

   

R-squared (R²): The R-squared value measures the proportion of the variance in the 
dependent variable that is predictable from the independent variables. It is calculated as: 

   

where is the mean of the observed data. 

Root Mean Squared Error (RMSE): The RMSE is the square root of the MSE and 
provides a measure of the average magnitude of the errors. It is defined as: 
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Mean Absolute Percentage Error (MAPE): The MAPE measures the average 
percentage difference between the predicted and actual values. It is given by: 

  

Pearson Correlation Coefficient: The Pearson correlation coefficient quantifies the 
linear relationship between two variables, ranging from -1 to 1. It is calculated as: 

   

where \) and  are the values of the two variables for the  observation, and  and  
are their respective means. 

Experimental Results: 

Extensive experiments are conducted on a real-world dataset of crop yields collected from 
multiple agricultural regions. The primary data source for this analysis is a comprehensive 
dataset encompassing information on crop type, states, districts, season, production, area, and 
yield. It is essential to ensure that the dataset is up-to-date and sourced from reputable 
agricultural databases and government sources. The dataset has 56 crops and it has 345408 
records. 

Temporal Scope: The dataset spans over two and a half decades, beginning from 1997 and 
extending up to 2021. This temporal range allows for a comprehensive examination of 
agricultural trends and changes over time. 

Spatial Scope: The dataset offers a district-wise breakdown of agriculture crop area and 
production statistics for India. It encompasses numerous states and union territories across the 
country, providing a granular view of agricultural performance at the district level. 

Table 1. Comparative Results 

Model MSE MAE R2 RMSE MAPE Pear. Corre. Adjusted R2 

RF 0.4575 0.3453 0.6977 0.6764 1.2287e+15 0.8466 0.6803 
SVM 0.6571 0.4740 0.5659 0.8106 8.1907e+14 0.7603 0.5408 
KNN 0.4414 0.3418 0.7083 0.6644 9.2184 0.8516 0.6915 
LR 1.6116 0.7926 -0.0648 1.2695 4.6710e+16 0.1678 -0.1262 
LGBM 0.5348 0.3646 0.6467 0.7313 1.0303e+16 0.8181 0.6263 
SEL 0.4112 0.3148 0.7283 0.6413 1.6282e+15 0.8567 0.7126 

Figure 2 shows that the SEL model achieved the lowest error with a MAE of 0.31, 
indicating superior performance in predicting crop yields with the least average absolute 
deviation from the actual values. Notably, the Linear Regression (LR) model exhibited the 
highest MAE at 0.79, suggesting significant average absolute deviations in its predictions. 
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Figure 2: Results of MAE for models SEL, KNN, RF, LGBM, SVM, LR 

In terms of the Mean Squared Error (MSE), the SEL model once again outperforms the other 
models with the lowest error score of 0.41, signifying that it has the smallest average of the 
squares of the errors. Conversely, the LR model scored the highest on this metric with an 
MSE of 1.61, implying larger squared deviations on average, which is less favorable for 
model reliability. 
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Figure 3: Results of MSE for models SEL, KNN, RF, LGBM, SVM, LR 

The Root Mean Squared Error (RMSE) follows a similar pattern, where the SEL model 
registers the lowest RMSE value of 0.64, denoting its robustness in dealing with various 
magnitudes of errors. The LR model's RMSE score of 1.27 indicates less reliable 
performance, having larger root mean squared deviations. 

 

Figure 4: Results of RMSE for models SEL, KNN, RF, LGBM, SVM, LR 

The Mean Absolute Percentage Error (MAPE) for the SEL model stands at an impressive 
1.6281570293942915e+15, which, although seemingly large, is likely due to the scale of the 



 
M ARUTH U PAN DIYAR CO LL EG E,  T HANJAV UR  NC ID A-2K 2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 483 
  

 

data involved. It still outperforms the LR model, which has a substantially higher MAPE, 
reflecting a higher percentage error relative to actual values. 

 

Figure 5: Results of MAPE for models SEL, KNN, RF, LGBM, SVM, LR 

Pearson Correlation Coefficient results illustrate the strength of linear association 
between the predicted and actual yields. The SEL model exhibits a correlation of 0.86, 
suggesting a very strong positive linear relationship. This is in stark contrast to the LR model, 
which has a significantly lower coefficient of 0.17, indicating a much weaker linear 
relationship. 

 

Figure 6 : Results of Pearson Correlation for models SEL, KNN, RF, LGBM, SVM, LR 
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The R-squared value for the SEL model is at 0.73, showing that 73% of the variance in the 
yield is predictable from the model's features, which is reasonably high. On the other hand, 
the LR model records a negative R-squared value of -0.06, indicating that the model fails to 
capture the variance of the data effectively. 

 

Figure 7: Results of R-squared for models SEL, KNN, RF, LGBM, SVM, LR 

The Adjusted R-squared for the SEL model is also high at 0.71, slightly adjusting the R-

-squared is considerably lower at -
0.13, further affirming its inadequacy in this context. 
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Figure 8: Results of Adjusted R-squared for models SEL, KNN, RF, LGBM, SVM, LR 

The graph depicted in Figure 9 illustrates the comparison between observed and predicted 
production values for the crop "Rice" in Tamil Nadu using the Stacked Ensemble Learning 
(SEL) method. 

Closeness of Prediction: The graph shows that the SEL model's predictions generally follow 
the trends of the actual production data quite closely. 

Peak Predictions: Both the predicted and observed values display peaks, which the SEL 
model seems to capture with varying degrees of accuracy. In instances where there are sharp 
peaks or drops in production, the SEL model adjusts its predictions accordingly, which 
suggests good model responsiveness to changes in data trends. 

Model Performance Across Instances: While the model captures the general trend, there are 
discrepancies, especially noticeable at higher peaks (around instances 50, 100, and 150), 
where the model underestimates production compared to actual values. These differences 
could be attributed to the SEL model's training process, where weights are not initialized 
randomly but are based on the entire training dataset. This approach generally provides a 
more stable prediction as it reduces the variance in the weight initialization, potentially 
leading to a model that is better generalized but may miss capturing extreme values 
effectively. 

Implications of Weight Initialization: By generating weights based on the entire training 
dataset, the SEL model might be more attuned to capturing the overall pattern rather than 
extreme fluctuations. This method helps in achieving lower error rates on average (as 
possibly evidenced in the lower MAE, MSE, and RMSE values seen in previous discussions) 
but might not always capture extreme production events, which could be outliers or caused 
by factors not well-represented in the training data. 

 

Fig 9. The actual and predicted values for SEL 



 
M ARUTH U PAN DIYAR CO LL EG E,  T HANJAV UR  NC ID A-2K 2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 486 
  

 

Conclusion and Future Work 

This article introduces a novel approach aimed at enhancing crop yield predictions through 
the utilization of stacked ensemble regression with advanced meta-learners. The experimental 
findings underscore the effectiveness of this method in bolstering the accuracy and robustness 
of yield forecasts. By amalgamating diverse regression models into a stacked ensemble 
framework, notable improvements in predictive performance compared to individual models 
or traditional ensemble techniques have been demonstrated. This advancement holds 
significant promise for stakeholders in the agricultural sector, offering more reliable insights 
into crop yield projections. Future research endeavors could explore several avenues for 
further advancement in this domain. To investigate additional meta-learner algorithms beyond 
those explored in this study could offer insights into alternative ensemble strategies that may 
yield even better performance. 
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Abstract 

Pneumonia is a common and serious infectious disease that significantly impacts older adults, 
often leading to high morbidity and mortality. Identifying key risk factors is crucial for early 
intervention and improved patient outcomes. In this study, we analyzed data from 1,000 older 
adult patients diagnosed with pneumonia and admitted to the ICU of a tertiary hospital. Using 
logistic regression and machine learning techniques, we identified significant predictors of 
severe pneumonia, including age, comorbidities, vital signs, laboratory test results, and 
radiological findings. The developed prediction model demonstrated strong performance, 
achieving an accuracy of 0.85, sensitivity of 0.80, specificity of 0.88, and an AUC of 0.90, 
with a calibration plot indicating good agreement between predicted and observed 
probabilities. This model can serve as a valuable clinical tool, enabling risk stratification and 
timely interventions to improve outcomes for older adults with severe pneumonia. 

Introduction 

Pneumonia is a respiratory infection affecting the lower airways, leading to inflammation and 
significant morbidity, especially in older adults. It accounts for 7% of deaths in individuals 
over 70, with severity increasing due to aging, chronic illnesses, and risk factors like smoking 
and malnutrition. Severe pneumonia, often requiring ICU admission, is associated with high 
mortality, reaching up to 50% in elderly patients. Despite its importance, predictive models 
remain limited due to small sample sizes and traditional statistical approaches. A large-scale, 
multicenter study using machine learning is needed to improve risk assessment and early 
diagnosis of severe pneumonia in older adults. 

Methods 

Study design and population 

The study protocol was approved by the ethics committee of our hospital and informed 
consent was obtained from each patient or their legal representative. 

The study population consisted of older adult patients who were diagnosed with pneumonia 
and admitted to the ICU. The inclusion criteria were: (1) 
of pneumonia based on the presence of at least two of the following signs and symptoms: 
cough, sputum production, fever, dyspnea, chest pain, or altered mental status; and (3) 
radiological confirmation of pneumonia based on the presence of new or progressive 
infiltrates, consolidation, or cavitation on chest X-ray or computed tomography (CT) scan. 
The exclusion criteria were: (1) immunosuppression due to disease or medication; (2) 
hospital-acquired pneumonia or ventilator-associated pneumonia; (3) tuberculosis or fungal 
infection; (4) malignancy or terminal illness; or (5) refusal to participate or withdrawal of 
consent. 
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Data collection and outcomes 

Patient data, including demographics, comorbidities, lifestyle factors, clinical presentation, 
laboratory tests, imaging, treatment, and outcomes, were collected from electronic medical 
records at ICU admission and during the stay. Data were recorded in a standardized form by 
trained nurses and verified by investigators. Severe pneumonia was defined by respiratory 
failure requiring ventilation, septic shock with hypotension needing vasopressors, multiorgan 

 

Predictor Variables 

The predictor variables were age, comorbidities, vital signs, laboratory tests, and radiological 
findings. The comorbidities were recorded according to the Charlson Comorbidity Index 
(CCI), which is a weighted score of 19 chronic diseases that can predict the 10-year mortality 
of patients (12). The vital signs included heart rate, blood pressure, respiratory rate, 
temperature, and oxygen saturation. The laboratory tests included white blood cell count, 
hemoglobin, platelet count, C-reactive protein, procalcitonin, blood urea nitrogen, creatinine, 
albumin, glucose, sodium, potassium, chloride, bicarbonate, lactate, arterial blood gas 
analysis, and blood cultures. The radiological findings included the extent and distribution of 
lung involvement, the presence of pleural effusion, and the presence of other abnormalities 
on chest X-ray or CT scan. 

Statistical analysis 

We performed descriptive statistics to summarize the characteristics of the study population 
and compare the differences between the severe and non-severe pneumonia groups. We used 
mean and standard deviation for continuous variables and frequency and percentage for 
categorical variables. The Kolmogorov Smirnov test was employed to evaluate whether the 
continuous variables followed a normal distribution. If the data satisfied a normal 
distribution, the t-test was used. And Mann Whitney U test was used for variables not 
satisfying the normal distribution. Chi-
variables. The p-value < 0.05 was considered as statistically significant. 

Logistic regression and machine learning model 

Data analysis and model construction were performed using R (4.0.3) and Python (3.8.5). 
Logistic regression and machine learning methods were used to identify risk factors and 
develop a prediction model for severe pneumonia. Univariate logistic regression selected 
predictor variables with p < 0.1, followed by multivariate regression using backward 
elimination (p < 0.05). Odds ratios, confidence intervals, and AUC were calculated to assess 
model performance. Machine learning models were trained using the same predictors, with 
data split into 80% training and 20% testing. Five-fold cross-validation determined the best-
performing algorithm among decision tree, random forest, support vector machine, k-nearest 
neighbor, and artificial neural network. The final model was evaluated using accuracy, 
sensitivity, specificity, AUC, and calibration plots, and its performance was compared with 
logistic regression. 

Results 

Characteristics of the study population 
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We enrolled 1,000 older adult ICU patients with pneumonia from 10 tertiary hospitals in 
China, of whom 467 (46.7%) had severe pneumonia. The mea

(34.4%), and COPD (28.8%) as the most common comorbidities. Pneumonia etiology was 
identified in 67.8% of cases, with Streptococcus pneumoniae (24.6%), influenza virus 
(18.7%), and Klebsiella pneumoniae (12.3%) as the leading pathogens. Compared to the non-
severe group, severe pneumonia patients had significantly higher age, CCI scores, 
inflammatory markers, and SOFA scores, along with greater lung involvement and more 
frequent pleural effusion on imaging. Table 1 

 

 

 

Table 1. Characteristics and disease history of the severe and non-severe pneumonia groups. 

Risk factors analysis and prediction model construction 

Univariate logistic regression identified 23 predictor variables (p < 0.1), from which 12 were 
selected as final risk factors (p < 0.05). These included age, COPD, heart failure, chronic 
kidney disease, sepsis, respiratory rate, temperature, WBC count, procalcitonin, lactate, pH, 
and lung involvement. The logistic regression model achieved a C-statistic of 0.82 (95% CI: 
0.79 0.85).Table 2 
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Table 2. Results of the multivariate logistic regression analysis. 

We used the same predictor variables as the logistic regression model and scaled them to a 
range of 0 1. We randomly split the data into training dataset (80%) and test dataset (20%), 
with the results of the cross-validation shown in Figure 1. The artificial neural network had 

-
and the decision 
best machine learning model. The optimal hyperparameters of the artificial neural network 

funct
 

We then applied the best machine learning model to the test set and calculated the accuracy, 
sensitivity, specificity, AUC, and calibration plot for the machine learning model, as shown 
in Table 4 and Figure 2. The machine learning model had an accuracy of 0.85 (95% CI: 0.81
0.89), a sensitivity of 0.80 (95% CI: 0.75 0.85), a specificity of 0.88 (95% CI: 0.84 0.92), 
and an AUC of 0.90 (95% CI: 0.87 0.93). The calibration plot showed good agreement 
between the predicted and observed probabilities of severe pneumonia. The machine learning 
model had significantly better performance than the logistic regression model in terms of 
accuracy, sensitivity, specificity, a  
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Figure 1 

Figure 1. Comparison of the AUC of different machine learning algorithms using cross-
validation. 

Table 3 

 

 

 

Table 3 Comparison of the performance of the logistic regression model and the machine 
learning model. 

Figure 2 
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Figure 2. Calibration plot of the machine learning model using the test set. 

Discussion 

This study identified risk factors and developed a prediction model for severe pneumonia in 
older adults using logistic regression and machine learning. Key risk factors included age, 
COPD, heart failure, kidney disease, sepsis, vital signs, and lab values. The machine learning 
model outperformed logistic regression. Findings align with previous studies, highlighting 
immune decline and comorbidities as major contributors to pneumonia severity.Indicators 
like vital signs, lab values, and lung involvement reflect infection severity and hypoxemia. 
Acinetobacter baumannii, Klebsiella pneumoniae, and Staphylococcus aureus are linked to 
severe pneumonia. Machine learning outperformed logistic regression in prediction accuracy. 
Machine learning effectively captures complex, nonlinear relationships in high-dimensional 
data. The artificial neural network achieved the highest AUC and best calibration, 
demonstrating superior discrimination and reliability. This highlights its potential for clinical 
decision-making and risk stratification in ICU patients. Our study is the first to use machine 
learning to develop a prediction model for severe pneumonia in older adults, enhancing 
model accuracy and discrimination.Clinically, this model can assist in risk stratification, 
guiding ICU admissions, ventilation decisions, and interventions. It also provides insights 
into pneumonia pathophysiology, aiding research and policy decisions to optimize resource 
allocation and care quality. However, our model is based on a limited set of clinical and 
laboratory predictors. Future research should integrate diverse data sources, apply advanced 

-effectiveness across different 
settings. 

Conclusion 

In conclusion, we identified the risk factors and developed a prediction model for severe 
pneumonia in older adult patients using logistic regression and machine learning methods. 
We found that age, COPD, congestive heart failure, chronic kidney disease, sepsis, 
respiratory rate, temperature, white blood cell count, procalcitonin, lactate, pH, and extent of 
lung involvement were associated with severe pneumonia in older adult patients. The 
machine learning model had better performance than the logistic regression model in terms of 
accuracy, sensitivity, specificity, and AUC. The prediction model can help clinicians to 
stratify the risk of severe pneumonia in older adult patients and provide timely and 
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appropriate interventions. Our study also provides insights into the potential mechanisms and 
pathways of severe pneumonia and suggests directions for future research and practice. 
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ABSTRACT 

The advent of Artificial Intelligence (AI) has transformed the landscape of organizational 
decision-making. This study explores the influence of AI on decision-making processes 
within organizations, examining both the benefits and challenges associated with AI 
adoption. A comprehensive review of existing literature reveals that AI can enhance decision-
making accuracy, speed, and efficiency, while also introducing concerns related to bias, 
transparency, and accountability. This research contributes to the understanding of AI's 
impact on organizational decision-making, highlighting the need for careful consideration of 
AI's limitations and potential risks. The findings of this study provide valuable insights for 
practitioners, policymakers, and researchers seeking to harness the potential of AI in 
organizational decision-making while minimizing its negative consequences. 

KEYWORDS:  
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INTRODUCTION: 

The rise of Artificial Intelligence (AI) has revolutionized the way organizations operate, 
transforming the landscape of business decision-making. AI's capabilities, ranging from data 
analysis and pattern recognition to predictive modelling and machine learning, have made it 
an indispensable tool for organizations seeking to gain a competitive edge. As AI continues 
to advance and permeate various aspects of organizational life, its influence on decision-
making processes has become increasingly pronounced. Effective decision-making is the 
cornerstone of organizational success, as it enables businesses to respond to changing market 
conditions, capitalize on emerging opportunities, and mitigate potential risks. Traditionally, 
decision-making has been the exclusive domain of human judgment, relying on intuition, 
experience, and expertise. However, the advent of AI has disrupted this paradigm, enabling 
organizations to leverage machine-driven insights and recommendations to inform their 
decision-making processes. Despite the growing importance of AI in organizational decision-
making, there is a need for a deeper understanding of its influence on this critical aspect of 
business management. This study aims to address this knowledge gap by exploring the 
impact of AI on organizational decision-making, examining both the benefits and challenges 
associated with AI adoption. By investigating the intersection of AI and decision-making, this 
research seeks to provide valuable insights for practitioners, policymakers, and researchers 
seeking to harness the potential of AI in organizational decision-making. 
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THE ROLE OF AI IN ORGANIZATIONAL DECISION-MAKING: 

Artificial Intelligence (AI) plays a vital role in organizational decision-making by providing 
actionable insights, predicting outcomes, and optimizing processes. AI analyses vast amounts 
of data, identifies patterns, and forecasts future trends, enabling organizations to make 
informed strategic decisions. Additionally, AI automates routine decisions, allocates 
resources efficiently, and optimizes supply chains, leading to improved operational 
efficiency. By leveraging AI, organizations can enhance decision-making accuracy, reduce 
costs, and gain a competitive edge, ultimately driving business growth and success. 

PROBLEM OF THE STATEMENT  

It fails to provide concrete examples or details about how AI is actually used in 
organisational decision-making. Furthermore, the statement overlooks the potential 
challenges and limitations of AI in decision-making, such as bias, job displacement, and 

 
vague, and it would be more accurate to specify the types of decisions being made, such as 
strategic, operational, or tactical decisions. Overall, the statement requires more nuance and 
detail to accurately capture the complex role of AI in organisational decision-making. 

RESEARCH OBJECTIVES 

1. To analyse how AI contribute to improving business decision-making. 

2. In order to quantify the benefits of AI adoption, such as efficiency, accuracy, and the 
customer satisfaction index 

3. In order to discover the difficulties and to suggest recommendations for successful 
implementation. 

 
MATERIALS AND METHODS 
 
The study examined the use of AI  in corporate management decisions by adopting an 
inclusive and flexible understanding of these technologies. It improved the data collection 
procedure, the analysis techniques to be used, and the performance evaluation techniques to 
yield accurate and dependable results. 
 
1. DATA COLLECTION   

This research utilized a combination of primary and secondary data sources to provide a 
comprehensive understanding of the application of artificial intelligence (AI). Primary data 
were gathered through the distribution of questionnaires and conducting interviews with 
professionals in the industry. The surveys targeted 100 organizations across various sectors, 
including retail, healthcare, finance, and manufacturing. Selection of participants was based 
on their engagement with AI technologies and their willingness to share insights regarding 
the implementation process. The surveys aimed to collect quantitative data on key metrics 
such as forecast accuracy, cost savings, and levels of customer satisfaction both prior to and 
following the adoption of AI  technologies. 
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2. ANALYTICAL APPROACHES  

The research employed survey questionnaires as the main instrument for data collection, 
supplemented by focus group discussions to enhance the comprehensiveness of the data 
gathered. In terms of quantitative analysis, various statistical tools were utilized to evaluate 
the impact of changes in business performance indicators following the implementation of AI 
technologies. The analysis varied based on the software tools used, which ranged from basic 
computational platforms such as Python to more advanced applications like Excel. The 
evaluation of results was conducted by considering factors such as forecast accuracy, cost 
efficiency, and customer satisfaction. Additionally, regression and time series analyses were 
applied to examine the overall relationships and trends within the data. 

3. PERFORMANCE ASSESSMENT   

Evaluations of artificial intelligence (AI) were conducted based on key performance 
indicators pertinent to business management. The primary metrics employed to assess 
performance enhancement included forecasting accuracy, operational efficiency, and 
customer satisfaction levels. Additionally, operational costs and customer satisfaction scores 
were utilized to evaluate efficiency improvements and their impact on consumers. The 
accuracy of the predictive models was quantified using Mean Absolute Error (MAE) and R-
squared (R²) metrics.   

To assess the efficiency of resource allocation, equity indices and utilization rates were 
analyzed. These indicators provided insights into how effectively AI systems facilitated 
optimal resource distribution across various departments or regions. Furthermore, 
comprehensive assessments of cost and time efficiency associated with AI-driven solutions 
were gathered, emphasizing their effectiveness in inventory management and supply chain 
operations. 

4.CASE STUDY EXAMINATION   

In order to substantiate the discussion, three significant case studies were thoroughly 
examined to illustrate the practical application of artificial intelligence (AI) . The first case 
involved a retail enterprise that utilized AI-driven demand forecasting, resulting in a 25% 
reduction in both waste and stock outs.  

The second case focused on a healthcare institution that integrated AI technologies into 
patient scheduling, achieving a 20% decrease in the rate of no-shows. The final case study 
investigated a financial institution that employed ML algorithms for fraud detection, which 
enhanced operational efficiency and lowered the incidence of false positives. The data 
gathered from these case studies were subsequently amalgamated with the broader dataset of 
the study to provide empirical validation for the theoretical and statistical analyses conducted. 

5.INSTRUMENTS AND METHODOLOGIES   

To ensure optimal reliability and validity in the research investigation, advanced tools and 
methodologies were employed throughout the study. Statistical modelling was conducted 
utilizing Python and R, while data visualization was performed with Tableau. Qualitative data 
underwent sorting and analysis through NVivo software, which supported thematic analysis. 
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For resource allocation, linear programming models were developed to evaluate AI-driven 
solutions against traditional methods. Collectively, these instruments enhanced the study's 
analytical rigor and bolstered its reliability. 

6.ETHICAL CHALLENGES AND CONSIDERATIONS   

The ethical dimensions of this research were of paramount importance, particularly given that 
the data gathered pertained to the implementation of AI , which inherently involves sensitive 
implications. Ethical considerations included the strict confidentiality of the data collected 
during the study. Participants who engaged in surveys and interviews were duly informed 
about the intended use of their data. Any confidential information was either eliminated or 
anonymized, with meticulous attention paid to ensuring compliance with the General Data 
Protection Regulation (GDPR).   

Another critical aspect to address was algorithmic bias. The research acknowledged that the 
presence of imbalanced datasets could result in inequitable treatment across various domains, 
such as resource distribution and customer profiling. To mitigate this risk, the data collection 
process emphasized diversity in terms of industry type, demographic representation, and 
organizational size. 

 
RESULTS AND DISCUSSION   

This section of the paper delineates the findings of the research and engages in a discussion 
regarding their implications for business management. The incorporation of artificial 
intelligence (AI)  as decision support systems has significantly enhanced business operations 
and transformed strategies across multiple areas, including demand forecasting, customer 
relationship management, resource allocation, and strategic planning. This transformation is 
largely beneficial, as it leads to improvements in organizational environments, particularly in 
decision-making processes and overall efficiency. Nevertheless, several challenges persist, 
including concerns related to data privacy, algorithmic bias, and changes in the workforce. 
The subsequent section provides a comprehensive analysis of these issues, along with the 
results observed in this study. 

1. PREDICTIVE ANALYTICS AND FORECASTING   

A prominent application of artificial intelligence is predictive analytics, which significantly 
improves business decision-making by providing forecasts that are, on average, 20% more 
precise. Through the utilization of machine learning algorithms, organizations can anticipate 
trends, understand customer behaviour, and tackle intricate challenges that conventional 
approaches frequently overlook. These developments hold particular importance in sectors 
such as retail and healthcare, where precise demand forecasting and effective resource 
allocation are crucial for sustaining operational efficiency, as demonstrated in Table 1 below. 

Industry Traditional Methods(%) AI Methods(%) Improvement(%)   Retail 65 85 +20 

Healthcare 68 88 +20 
Finance 70 90 +20 
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Table 1 presents a comparison between conventional forecasting techniques and the 
application of AI/ML models. Retailers, for instance, have experienced a 20% enhancement 
in prediction accuracy, particularly in forecasting seasonal product demand, which has 
effectively mitigated issues related to stockouts and overstocking. In a similar vein, 
healthcare organizations have leveraged AI to anticipate patient volumes, leading to 
improved resource management, reduced patient wait times, and enhanced overall service 
quality. These advancements can be attributed to the capacity of AI and machine learning 
systems to analyze and interpret vast amounts of data in real time, encompassing historical 
records, consumer behavior, meteorological trends, and economic indicators.  

Figure 1 further elucidates these results by visually representing the percentage 
improvements in forecasting accuracy across various sectors. AI/ML models have surpassed 
traditional forecasting methods by continuously updating insights and refining predictions as 
new data 

 emerges. This capability, referred to as adaptive learning, proves particularly advantageous 
in rapidly changing market environments, enabling organizations to proactively respond to 
shifts rather than merely reacting to them. 

 

Figure1:Forecasting accuracy by industry 

 
 

2.OPERATIONAL OPTIMIZATION  

In the realm of operational excellence, artificial intelligence and machine learning have 
demonstrated considerable effectiveness in reducing costs and enhancing workflow 
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efficiency. Organizations that implement AI-based optimization frameworks have realized a 
25% decrease in operational expenses, particularly within the domains of supply chain 
management, inventory oversight, and workforce scheduling. 

Table 2:Cost Savings Across Business Functions. 
Function Pre-AICosts (in$M) Post-AICosts(in$M) Savings(%) 
Logistics 10.5 7.8 25.7 
Work force Scheduling 5.0 3.8 24.0 
Inventory Management 7.2 5.4 25.0 

 
Figure 2 illustrates the reductions in operational costs. Notably, the implementation of AI-
driven route optimization has led to a substantial decrease in logistics expenditures. By 
analyzing historical shipping data, traffic trends, and predictive analytics, AI systems have 
successfully identified optimal delivery routes, resulting in reduced transportation costs and 
improved delivery performance. In a similar vein, AI-enhanced workforce scheduling tools 
have enabled organizations to optimize their staffing levels by ensuring that the right number 
of employees is scheduled during busy periods while minimizing staffing during quieter 
times, thereby achieving both cost efficiency and enhanced customer satisfaction. 

 

 Figure2:Cost savings across business functions. 

CHALLENGES AND LIMITATIONS   

The research further revealed numerous difficulties associated with the implementation of AI 
and machine learning. Although these technologies can yield positive outcomes, they also 
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present significant obstacles. Figure 5, labelled Key Challenges in AI Implementation, 
illustrates the primary issues that organizations face when integrating AI, including concerns 
regarding data privacy, biases in algorithms, and resistance from corporate entities. 

 

 
LIMITATIONS OF THE STUDY   

This research, while significantly contributing to the existing body of knowledge, is not 
without its limitations. Firstly, the reliance on self-reported data through questionnaires 
presents a challenge, as some respondents may have exaggerated the positive impacts of AI  
implementation or neglected to disclose certain challenges encountered during the process. 
Secondly, the sample size may not adequately represent small businesses or industries that 
have not fully embraced AI, which limits the generalizability of the findings across all 
sectors. Additionally, the study primarily employed qualitative methods and focused on 
short-term outcomes, leaving unaddressed the sustainability of AI adoption and the 
emergence of new challenges. Furthermore, although the research addressed issues of data 
privacy and algorithmic bias, the rapidly evolving landscape of AI technology and its 
regulatory environment necessitates ongoing scrutiny of these ethical concerns. 
Consequently, these limitations highlight the necessity for future research that examines a 
broader range of business types, assesses long-term outcomes, and monitors the progression 
of AI regulatory frameworks. 

 
CONCLUSION   

The findings suggest several strategic actions for maximizing the benefits of artificial 
intelligence (AI) within business contexts. Primarily, organizations should invest in 
comprehensive training programs aimed at enhancing employee competencies, thereby 
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facilitating informed decision-making in AI applications. The utilization of chat bots  is 
particularly advantageous, as they contribute to improved forecasting, streamlined operations, 
and enhanced customer service. The evidence indicates that the integration of AI 
technologies can lead to significant advancements in operational costs, customer satisfaction, 
and decision-making efficiency. Nonetheless, the research also highlights critical challenges, 
such as substantial implementation expenses, concerns regarding data privacy, potential 
algorithmic biases, and resistance from employees towards the adoption of AI  technologies. 

RECOMMENDATIONS   

The following are key recommendations for businesses aiming to leverage Artificial 
Intelligence (AI) and effectively. Firstly, organizations should implement comprehensive 
training programs designed to enhance the workforce's preparedness for adopting AI-driven 
decision-making models. It is essential for supervisors and employees to receive training on 
collaborating with AI applications to ensure seamless integration into existing workflows. 
Secondly, with respect to data security, maintaining data privacy is crucial. Organizations 
must establish robust data management practices that comply with regulations such as GDPR 
and CCPA, thereby safeguarding consumer data from misuse and overexploitation. 
Additionally, the adoption of ethical AI practices is necessary to mitigate biases inherent in 
AI systems.  

Furthermore, companies should prioritize the development and maintenance of transparency 
and accountability in AI decision-making processes. This approach will foster trust among 
stakeholders and promote equitable decision-making by AI systems. It is also vital to 
incorporate mechanisms for identifying and addressing biases within AI systems, particularly 
in areas such as employment decisions and resource allocation. Lastly, organizational 
learning should encompass ongoing evaluations of AI models in relation to current market 
trends and consumer behaviours, ensuring the long-term viability of these systems. 

FUTURE IMPLICATIONS   

This research indicates that the potential applications of AI extend far beyond mere 
implementation of these technologies. In the long term, AI solutions are expected to become 
deeply integrated into business strategies, potentially leading to a reconfiguration of industry 
and business models. This transformation is likely to grow increasingly intricate, with 
forthcoming advancements in AI focusing on areas such as predictive maintenance, self-
sustaining systems, and highly personalized customer experiences. As AI technology 
becomes more accessible and cost-effective, certain industries may find themselves 
empowered to utilize these innovations to compete with larger enterprises. However, the 
advent of such technologies also presents challenges that must be addressed. 
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ABSTRACT  
Block chain technology's rapid use has profoundly changed the digital landscape by offering 
decentralized, transparent, and impenetrable solutions to businesses all over the world. 
Unfortunately, its widespread use has exposed serious weaknesses to advanced assaults, 
including as Sybil attacks, 51% attacks, smart contract exploits, and breaches of data privacy. 
The field of Generative Artificial Intelligence (Gen AI), which is at the forefront of AI 
research, offers previously unheard-of potential to improve block chain security through 
anomaly detection, synthetic data generation, and predictive threat modelling. By providing a 
thorough examination of proactive threat identification and mitigation techniques, this article 
explores the potential of Gen AI to address block chain security concerns. With a roadmap 
detailing future paths for AI-driven block chain security, methodological insights, practical 
applications, and ethical considerations are presented. 
KEYWORDS 
Crypto currency, generative artificial intelligence, consensus processes, smart contracts, 
decentralized oracles, Sybil attacks, privacy-preserving strategies, zero-knowledge proofs, 
anomaly detection, and decentralized ecosystems. 
INTRODUCTION 
The foundation of revolutionary developments in sectors ranging from financial services and 
healthcare to logistics and energy is block chain technology. Its decentralized infrastructure 
reduces the dangers of single points of failure while ensuring transparency and trust thanks to 
cryptographic methods. Block chain systems are increasingly vulnerable to complex attack 
vectors that target network nodes, smart contracts, and consensus mechanisms in spite of 
these built-in advantages. 
In the field of cyber security, generative AI has become a powerful force. By creating 
realistic synthetic data, mimicking hostile environments, and continuously adjusting to new 
threats, Gen AI offers new paradigms for protecting block chain ecosystems. This study 
critically investigates how block chain technology and Gen AI interact, offering creative 
ways to improve security in decentralized systems. 
 
Threat Analysis for Block chain Security 
Compromise Protocol Weaknesses  
The core of block chain integrity, consensus procedures, can be abused in some situations, 
eroding the confidence they are meant to uphold. 
51% Attacks: A 51% attack happens when a single person or a well-organized group takes 
over the majority of a block chain's hashing or taking capabilities. Due to this supremacy, 
adversaries are able to reverse transactions, engage in double-spending, and interfere with 
network operations. For example, in 2020, Ethereum Classic suffered more than $5 million in 
losses due to multiple 51% attacks. Smaller networks with less mining activity are especially 
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vulnerable, according to academic study, because an assault requires fewer computational 
resources. 
Reduction Techniques  

 Use hybrid consensus methods that combine Byzantine Fault Tolerance (BFT) 
and PoS to boost robustness. 

 Make sure validator selection is unpredictable by using Verifiable Random 
Functions (VRFs).  

 To avoid centralization, conduct frequent network audits and make dynamic 
adjustments to the staking requirements.  

Smart Contract Workarounds 
Because of their intricacy, smart contracts self-executing agreements that are recorded on 
block chain platforms remain vulnerable to several attacks, despite being essential to 
decentralized applications. 
By taking advantage of repetitive calls in smart contracts, re-entrancy attacks allow attackers 
to withdraw money before the state of the contract is changed. A controversial network split 
was sparked by the 2016 DAO hack on Ethereum, in which hackers stole 3.6 million Ether. 
Oracle Manipulation:  
In decentralized finance (DeFi), where smart contracts depend on outside data to carry out 
preset commands, Oracle manipulation poses a serious threat to block chain ecosystems. 
Oracles provide as a link between off-chain data sources, including asset prices, 
meteorological conditions, or actual events, and on-chain smart contracts. Significant 
financial losses or the unexpected execution of contract logic may arise from a compromised 
oracle or manipulated data input. 
Mitigation Techniques  
It is recommended that the following best practices be implemented in order to address 
Oracle system vulnerabilities: 

 Decentralized Oracles: Make use of decentralized oracle networks, like Chain link, 
which combine information from several separate sources and use consensus 
techniques to guarantee dependability. By doing this, the dangers of single points of 
failure are reduced. 

 Time-Weighted Average Price (TWAP): To mitigate adverse actors' short-term 
volatility, smart contracts should employ time-weighted average prices rather than 
instantaneous price feeds. 

  Price Validation Mechanisms: Before executing sensitive contract logic, apply 
threshold checks or demand multi-source price verification. This avoids depending on 
anomalies or extremely high prices.  

 Rate Limiting: During flash loan assaults, use rate-limiting methods to stop attackers 
from exploiting rapid, repeated changes to oracles. 

The Sybil and Eclipse Attacks 
Due to their peer-to-peer and decentralized structure, block chain networks are vulnerable to 
identity-based assaults like the Sybil and Eclipse attacks. 

 Sybil Attacks: To gain control of the network, entrepreneurs establish a huge number 
of pseudonymous nodes. As a result, they can filter transactions, interfere with 
consensus, and affect decision-making procedures. A well-executed Sybil attack on 
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Bit coin might isolate particular nodes from the main network, resulting in selective 
double-spending (Douceur, 2002). 

 Eclipse Attacks: Attacks using Eclipse isolate specific nodes by taking control of all 
of their network connections. This manipulation compromises network reliability by 
allowing attackers to postpone block propagation or feed fraudulent data (Heilman et 
al., 2015). Because these attacks have the ability to interfere with both PoW and PoS 
networks, secure peer-to-peer protocols are essential.  

Data Privacy Difficulties 
The intrinsic emphasis on transparency in public block chains may clash with privacy 
regulations in delicate fields like healthcare or finance. 

 Metadata Analysis: Data like timestamps, transaction sizes, and frequency can be 
examined to de-anonymize users even when transaction contents are encrypted. For 
instance, research indicates that Bitcoin transactions can frequently be linked to their 
creators even when they use pseudonyms (Meiklejohn et al., 2013).  

 Compliance with regulations: The immutability of blockchain contravenes data 
privacy regulations such as GDPR, which give people the "right to be forgotten." 
According to Finck (2018), this legal mismatch presents difficulties for businesses 
looking to implement blockchain technology while still adhering to rules. 

Transaction malleability and double-spending efficiency  
 Double-Spending: Attackers use the interval between broadcasting and transaction 

confirmation to spend the same token more than once in smaller networks. This is 
especially important in situations where hash rates are low or confirmations are 
delayed (Nakamoto, 2008). 

 Transaction malleability: Differences between the intended and executed 
transactions result from attackers changing transaction IDs before they are verified. 
As per Decker and Wattenhofer (2013), automated procedures that depend on 
transaction IDs for validation may be affected by such attacks. 

 
An attack on the network layer  
 
Because block chain relies on peer-to-peer communication, it is vulnerable to assaults at the 
network layer. When block chain nodes are overloaded with traffic, Distributed Denial of 
Service (DDoS) attacks prevent them from being used for valid transactions. In addition to 
delaying transaction processing, this erodes user confidence in the network's dependability. 
Because public block chains are decentralized and open, they are especially vulnerable. 
Data manipulation and interception during transmission between block chain nodes are 
known as routing attacks. Attackers can interfere with network operations or unfairly 
benefit from delay or modification of transactions in transit when mining or validating data. 
Decentralized routing algorithms and secure communication protocols are essential for 
thwarting these dangers. 
 
Social engineering and phishing 
Social engineering and phishing are two of the most common risks to block chain users. To 
fool consumers into disclosing their private keys or seed phrases, attackers fabricate websites 
or send misleading emails. Attackers can deplete wallets or carry out unlawful transactions if 
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these credentials are compromised. Users of well-known wallets, exchanges, or decentralized 
apps (dApps) are frequently the targets of phishing campaigns. 
 
 Attacks on the Cross-Chain 
Cross-chain interactions via bridges and interoperability standards create new attack vectors 
as blockchain ecosystems develop. Attackers use bridge attacks to take advantage of flaws in 
the systems that allow assets to be transferred between blockchains. As an illustration, the 
2022 Wormhole bridge hack produced $30. Due to a hacked validation system, millions 
were lost.  
Inconsistent security measures among various block chains may also result in 
vulnerabilities. To compromise the entire system in a multi-chain setup, attackers can target 
less secure chains. Maintaining interoperability without compromising security requires 
standardizing security procedures and regularly auditing cross-chain systems.  
Defective and Compromised Nodes  
In permission less block chains, rogue nodes might conspire with other malevolent nodes to 
alter consensus, delay the propagation of blocks, or broadcast fraudulent transactions. 
Although they are better managed, hacked nodes with higher permissions pose a threat to 
permission  block chains. These nodes have the ability to interfere with vital company 
processes or alter private information. 
Real-time monitoring, strong node authentication procedures, and consensus designs resistant 
to collusion are necessary to handle rogue and hacked nodes. Adding anomaly detection 
technologies that are based on machine learning can improve the detection of harmful activity 
even more.  
Internal Dangers  
Although they are frequently disregarded, insider threats malicious acts that come from 
within a company or network are extremely harmful. Workers who have access to private 
keys, sensitive systems, or private information may purposefully or inadvertently jeopardize 
security. An insider might, for example, divulge secret keys, distribute node access 
credentials, or insert flaws into the code of a smart contract. 
Implementing stringent access restrictions, carrying out frequent audits, and cultivating a 
security-aware culture are all necessary to mitigate insider risks. Additional protections 
against this ubiquitous danger are offered by zero-trust architectures, in which no one is 
trusted by default. 
Ways to Prevent Block chain Attacks 
 Despite their tremendous resilience, block chain systems need strong defenses against 
emerging threats.  
Three thorough methods to overcome the main weaknesses in block chain systems are listed 
below:  
Improving Consensus Procedures 
Blockchain networks need to implement more robust and adaptable protocols in order to 
reduce vulnerabilities in consensus methods. Byzantine Fault Tolerance (BFT) and Proof of 
Stake (PoS) methods are used in hybrid models that can greatly increased resistance to 
validator collusion and 51% assaults. Centralization in PoS systems can be avoided by 
dynamically adjusting staking requirements based on network conditions. Additionally, 
methods like Verifiable Random Functions (VRF) for validator selection increase process 
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unpredictability and lower the possibility of manipulation. Consensus protocols are regularly 
audited and updated to ensure their security against new attack techniques.  
    
Fortifying Oracles and Smart Contracts  
To combat smart contract exploits, thorough pre-deployment validation is necessary. By 
removing logical errors and coding defects that result in vulnerabilities like reentrancy 
attacks, formal verification tools may mathematically demonstrate the soundness of smart 
contracts. Additionally, by mimicking hostile circumstances, including AI-powered static and 
dynamic analysis tools can improve contract audits. Decentralized oracle networks (like 
Chainlink) disperse data sources among several nodes for oracle manipulation, guaranteeing 
redundancy and lowering the possibility of single-point failures. Oracle systems can be made 
even more secure by using cryptographic techniques like threshold signatures, which 
guarantee reliable data inputs. 
 
Sophisticated Privacy and Monitoring Solutions 
Anomaly detection and real-time monitoring are essential for thwarting attacks such as Sybil 
and Eclipse. When Generative AI (GenAI) models trained on past blockchain activity are 
integrated, they can proactively detect suspicious tendencies such abrupt clustering of nodes 
or anomalous transaction volumes. Ring signatures and zero-knowledge proofs (ZKPs) are 
two ways to handle privacy concerns while preserving user anonymity and transparency. On-
chain privacy can be scalable with privacy-enhancing overlays like zkRollups. Furthermore, 
blockchain systems can be made compliant with regulations like GDPR without sacrificing 
decentralization by using compliance frameworks that include off-chain data storage and 
encryption techniques. 
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ABSTRACT 
This study introduces the development of a deep learning-based algorithmic framework 
aimed at enhancing the security of information systems through both proactive and reactive 
strategies. The fundamental components of this framework include threat analytics, 
cryptographic techniques, and adaptive secure multiparty computation. This initiative 
represents an intersection of algorithmic game theory and financial cryptography. It 
articulates a deep learning strategy tailored for proactive and reactive security, leveraging the 
characteristics of adaptive secure multiparty computation. Furthermore, this research 
demonstrates the application of the framework through two case studies: (a) enterprise 
security and (b) a malicious learning system within an adversarial context. The analysis 
encompasses the complexity of the framework in relation to computational costs and security 
intelligence. This research is anticipated to provide valuable insights for defence research 
organizations. 
KEYWORDS 
Adaptive secure multi-party computation, financial cryptography, proactive security, reactive 
security, deep learning, enterprise security, adversarial learning, complexity analysis. 
INTRODUCTION 
A recent trend has emerged that highlights the intersection of two fields: game theory and 
cryptography. Cryptography is primarily concerned with secure multi-party computation, 
emphasizing the preservation of privacy, fairness, and correctness in the face of potential 
threats posed by malicious agents. In contrast, game theory seeks to analyze the behaviour of 
rational agents who possess clearly defined objectives within specific contexts, while also 
establishing the rules governing their interactions. The distinctions between these two 
disciplines are articulated through various factors, including the nature of players, the drivers 
of solutions, incentives, privacy considerations, trust, early termination, deviations, and 
collusion. Cryptography operates under the premise of either honest or malicious participants, 
whereas game theory is predicated on the assumption of rational players, with secure 
protocols and equilibrium serving as the respective solution drivers. Both fields examine 
collaborative interactions among agents with divergent interests. The integration of 
cryptographic solutions and secure multi-party computation can facilitate the resolution of 
traditional game-theoretic challenges and the development of efficient mechanisms. 
Furthermore, there exists a compelling research opportunity to investigate novel 
cryptographic issues through the lens of game-theoretic principles, such as secure and 
equitable computation and rational secret sharing. Historically, cryptographic approaches 
have prioritized privacy, fairness, and correctness to safeguard information security; 
however, there is a pressing need for a broader perspective to enhance efficiency in emerging 
applications. 
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ADAPTIVE SMC FOR DEEP LEARNING MECHANISM (DLM) 
The mechanism of deep learning is intricately linked to a security game framework. Game 
theory addresses the intricate decision-making processes involving two or more participants, 
each striving to optimize their individual objective functions. Games can be categorized into 
cooperative and non-cooperative types. In cooperative games, players collaborate to reduce 
shared costs or enhance collective benefits, a scenario that is not feasible in non-cooperative 
games. A cooperative game is characterized by a coalition of players who engage in 
collaborative behavior. The formal structure of such a game is represented as (N, u), where N 
signifies a coalition of agents and u represents a real-valued characteristic function. The deep 
learning mechanism encompasses various components, including a coalition of agents or 
players, a model, actions, a finite set of inputs for each agent, a finite set of outcomes as 
determined by the output function, a collection of objective functions and constraints, 
payments, a strategy profile, and a dominant strategy that maximizes an agent's utility across 
all potential strategies of other participating agents, alongside security intelligence and the 
revelation principle. Within the context of the security game, there are two primary agents: 
the defender (D) and the attacker (A). Each agent selects and implements one or more 
strategies. A pure strategy refers to a deterministic approach for a single-move game, while 
many scenarios may benefit from a mixed strategy.  
EXPERIMENTAL RESULTS 
Section 2 delineates the concept of deep learning within the realm of information system 
security, emphasizing both proactive and reactive strategies. This section provides a 
comprehensive examination of the algorithmic framework of deep learning, specifically in 
relation to two case studies: DLM-ES, which pertains to enterprise security, and DLM-MLS, 
which focuses on adversarial learning systems. 
TEST CASE 1: ENTERPRISE SECURITY 
The primary aim is to manage the risks associated with enterprise information systems in a 
rational and intelligent manner. A key question arises regarding what constitutes an effective 
strategy for the Chief Information Security Officer (CISO). The superiority of a proactive 
approach to information system security over a reactive one remains a topic of debate. An 
intriguing perspective is presented by [8], which suggests that reactive security can be as 
effective as proactive security, provided that the reactive strategy incorporates lessons learned 
from previous attacks rather than merely responding to the most recent incident.  
A Deep Learning Framework for Organizational Security (DLF-OS): 
Agents Protector-(e.g. system director), bushwhacker( e.g. vicious agent or adversary); 
Model -Enterprise information system;  
Objects- optimize enterprise IS security investment; 
Constraints- budget, coffers, time;  
Input- enterprise information system schema and performance parameters;  
Strategic moves -deep literacy strategy, adaptive secure multi-party calculation; Revelation 
principle- The agents save sequestration of strategic data; 
Defender: The defender maintains confidentiality regarding both the proactive and reactive 
strategies employed in information security, ensuring that adversaries remain unaware of 
these measures.  
Attacker: The adversaries safeguard the details of their malicious attack strategy, as well as 
information pertaining to their targets and vulnerabilities. 
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Security Intelligence Verification: 
Proactive Strategy:  

 Threat Modelling 
 Engage the threat analytics function (fa); 
 Assess the likelihood (p) of incidents occurring across two scales: Low [L] and High 

[H];  
 Evaluate the potential impact of risks, specifically the sunk cost (c), along two scales: 

[L, H]; 
 Categorize threats into distinct risk profiles or classes: LL, LH, HL, and HH; - 

Determine security requirements in relation to the demand plan (Pd); 
 Target Identification: Focus on computing, data, networking, and application 

schemas;  
 Security Schema Verification: 
 Computing Schema: fairness, correctness, accountability, transparency, rationality, 

trust, commitment; 
 Data Schema: authentication, authorization, accurate identification, privacy, 

auditing;  
 Networking Schema: safety, reliability, consistency, liveness, deadlock-freeness, 

reach ability, resiliency;  
 Application Schema: conduct penetration testing to evaluate user acceptance, system 

performance, and quality of application integration.  
Reactive Strategy:  

 Implement a sense-and-respond approach.  
 Evaluate risks associated with single or multiple attacks on the information 

system; analyze performance metrics, sensitivity, trends, exceptions, and 
alerts.  

Identify what has been corrupted or compromised;  
Conduct time series analysis: what has happened, what is currently happening, and what may 
happen in the future;  
Derive insights: analyze how and why incidents occurred; perform cause-effect analysis;  
Provide recommendations: identify the next best course of action; - Forecast: assess the best 
or worst possible outcomes. 
Define Pd and Pm utilizing adaptive secure multi-party computation. 
Payment Function:   

 Assess the aspiration point, reservation point, and the thresholds for strong, weak, 
indifference, and veto in relation to security requirements.   

 Evaluate the trade-off between proactive and reactive security measures by assigning 
weights to various risk profiles.   

 Conduct a rationalization of the security portfolio.   
 Identify the dominant strategy for information systems investment, considering 

options such as process re-engineering, transformation, renewal, experimentation, and 
reinforcement focused on the most vulnerable aspect.   
Result: A comprehensive security investment strategy. 

 
TEST CASE 2: MALICIOUS LEARNING SYSTEM  
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The issue at hand: The primary aim is to safeguard learning systems operating in adversarial 
environments from a variety of threats, including the deployment of flawed learning 
algorithms or deliberate alterations to the distribution of training and testing data. Malicious 
actors may intentionally seek to undermine the accurate functioning of the learning system 
for economic gain. This challenge is prevalent in scenarios where machine learning is 
employed to combat illegal or unauthorized activities. 
 Insights: Conventional methods (such as linear classification and malware detection) are 
essential but insufficient for ensuring the security of machine learning systems. This presents 
a complex challenge that necessitates the implementation of an effective mechanism, 
bolstered by intelligent threat analytics and adaptive secure multi-party computation 
algorithms. The threat posed by malicious business intelligence is particularly significant for 
machine learning systems.  
Deep Learning Framework for Malicious Learning Systems (DLM-MLS)  
Agents: Defender (e.g., system administrator), Attacker (e.g., malicious agent or adversary); 
Model: Machine learning system (e.g., data mining, knowledge discovery in databases); 
Objectives: Enhance investment efficiency in the security architecture of machine learning, 
mitigate corruptions within adversarial contexts;  
Constraints: budgetary limits, resource availability, time constraints;  
Input: architecture of the learning system and its performance metrics;  
Strategic moves: deep learning methodologies, adaptive secure multi-party computation, 
statistical safeguards;  
Revelation principle: Agents maintain the confidentiality of strategic information; 
Defender: Who are the potential adversaries? What are their motivations and objectives? 
What level of insider knowledge do they possess? 
 Attacker: Information regarding targets; identification of vulnerabilities;  
Security intelligence validation:  
Proactive strategy:  

 Threat modelling 
 Invoke threat analytics function (fa); 
 Assess the likelihood (p) of threat occurrences across two scales: Low [L] and High 

[H];  
 Evaluate the potential impact of risks, i.e., sunk costs (c), across two scales: [L, H];  
 Categorize threats into a framework of risk profiles or classes: LL, LH, HL, and HH; 
 Determine security needs in terms of demand planning (Pd);  
 Formulate a risk mitigation strategy (Pm): accept, transfer, eliminate, or mitigate 

risks.  
Identify targets: computing resources, data assets, networking infrastructure, and application 
  frameworks; 
Validate the security architecture.  

 Computing architecture: fairness, correctness, accountability, transparency, 
rationality, trust, commitment;  

 Data architecture: assess risks associated with false data injection attacks, noise, 
missing data, incomplete features, authentication, authorization, accurate 
identification, and privacy; 
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 Networking architecture: address sybil attacks, safety, reliability, consistency, 
liveness, and resilience;  

 Application architecture through penetration testing: evaluate training and testing 
strategies concerning the number of samples and learning rates, identify flaws in data 
mining algorithms, and assess knowledge extraction processes. 

  Reactive Strategy:  
 Implement a sense-and-respond methodology. 
 Evaluate the risks associated with both singular and multiple threats to the 

information system; conduct an analysis of performance metrics, sensitivity, trends, 
exceptions, and alerts.  

 Identify what has been corrupted or compromised.  
 Perform time series analysis to determine past events, current occurrences, and future 

predictions.  
 Gain insights into the mechanisms of incidents: how and why they transpired; conduct 

a cause-effect analysis.  
 Provide recommendations for the next optimal action.  
 Forecast potential outcomes, identifying both best-case and worst-case scenarios. 
 Establish parameters Pd and Pm utilizing adaptive secure multi-party computation. 

Payment Function:  
 Assess the aspiration point, reservation point, and thresholds for strong, weak, 

indifference, and veto in relation to security requirements.  
 Analyze the trade-offs between proactive and reactive strategies. 
 Conduct a rationalization of the security portfolio.  
 Review audit incentives and human resources policies concerning social engineering 

threats. 
 Choose the dominant investment strategy from options including process re-

engineering, transformation, renewal, experimentation, and reinforcement, focusing 
on the most vulnerable aspect. 

 Outcome: A comprehensive security investment strategy tailored for a machine learning 
system. 
Example : Malicious business intelligence can compromise the supply chain in life sciences 
and healthcare services by employing exploitative heuristics within payment functions aimed 
at maximizing revenue and profit. This can be exacerbated by economic pressures and 
incentive policies, as well as fraudulent health insurance schemes, deficiencies in technology 
management investment decisions, ineffective human resource policies in talent management, 
and disarray in public policy formulation, mechanisms, and corporate governance. The 
inherent tension between business intelligence and security intelligence is unavoidable. To 
address this conflict, a deep learning approach can be utilized, focusing on an audit of the 
'10S' elements related to a machine learning system: System, Security, Strategy, Structure, 
Staff, Skill, Style governance and regulatory compliance, Shared vision, Service, and Social 
networking. 
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COMPLEXITY ANALYSIS of DEEP LEARNING MECHANISM 
Computational Complexity  
Theorem: The computational expense associated with deep learning mechanisms is 
contingent upon the intricacy of the threat analytics function (fa) and the payment function 
(fp) as they relate to investment allocation heuristics.  
The computational cost is intrinsically linked to the complexity of threat analytics. This 
analytics process evaluates system performance, sensitivity, trends, exceptions, and alerts 
across two primary dimensions: temporal analysis and insight generation. The temporal 
analysis may encompass inquiries such as: what components of the system are compromised 
or corrupted agents, communication schemas, data schemas, application schemas, 
computing schemas, and protocols? What events have transpired, are currently occurring, or 
are anticipated to occur? Furthermore, it involves assessing the probability of occurrence (p) 
and the associated impact or sunk cost (c). The insight generation aspect addresses questions 
such as: how and why did the threat manifest? What conclusions can be drawn from the 
cause-effect analysis? Additionally, the analytics provide recommendations for the next best 
course of action and predict potential outcomes, both favorable and un favorable. 
 Security Intelligence 
 Theorem: The security intelligence inherent in deep learning mechanisms is intrinsically 
linked to the computational, data, application, and networking frameworks of an information 
system, and is substantiated through the characteristics of adaptive secure multi-party 
computation. 
 The deep learning mechanism assesses the security of an enterprise information system 
comprehensively, considering both breadth and depth from a collective intelligence 
standpoint. The primary focus of the defender encompasses the computing, data, networking, 
and application frameworks of the information system. This approach is fundamentally 
holistic, emphasizing both proactive and reactive security measures. To begin with the 
proactive approach, verification algorithms are employed to evaluate fairness, correctness, 
accountability, transparency, rationality, trust, and commitment within the computing 
framework. It is crucial to authenticate, authorize, accurately identify, and ensure the privacy 
and auditing of the data framework. The integrity of the networking framework is assessed 
based on safety, reliability, consistency, liveness, deadlock-freeness, reach ability, and 
resilience. The security of the application framework is scrutinized through penetration 
testing, focusing on user acceptance, system performance, and the quality of application 
integration.  
CONCLUSION  
This study underscores the significance of employing a deep learning-based algorithmic 
framework for the effective assessment of an information system's security architecture. It 
essentially adopts a hybrid methodology that acknowledges the contributions of both 
proactive and reactive strategies in making informed decisions regarding investments in 
information system security. The reactive strategy may demonstrate superior performance 
compared to the proactive one in scenarios involving threats that do not materialize. 
Additionally, the reactive approach can sometimes prove to be more cost-effective than its 
proactive counterpart. The foundational components of the deep learning framework include 
threat analytics, cryptographic solutions, and adaptive secure multiparty computation. Threat 
analytics are responsible for monitoring system performance through time series data, 
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identifying, and evaluating various vulnerabilities within the enterprise information system. 
This research identifies several intriguing avenues for future exploration: (a) investigating 
new cryptographic issues through the lens of game theory and intelligent reasoning; (b) 
developing advanced intelligent threat analytics; (c) creating automated verification 
algorithms; (d) rationalizing adaptive secure multiparty computation protocols; and (e) 
quantifying and encoding diverse security intelligence parameters. 
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ABSTRACT 

Real-time image processing constitutes a critical component in the realization of Industry 4.0. 
The swift advancement of digital image processing methodologies has facilitated a multitude 
of applications across various sectors, including healthcare, transportation, and 
manufacturing. There is a growing demand for enhanced image processing capabilities, as 
conventional methods are increasingly inadequate. Consequently, FPGA-based digital image 
processing has emerged as a preferred solution due to its parallel pipelining capabilities, 
which significantly reduce processing times and enhance performance. This project has 
developed several digital image processing algorithms, including gray level transformation, 
brightness manipulation, contrast adjustment, thresholding, and inversion, which are among 
the most widely utilized in the field. The initial conversion of the color input image to bitmap 
format is accomplished using Microsoft Paint, followed by a transformation into a 
hexadecimal file via MATLAB for compatibility with FPGA systems. Tools such as 
ModelSim Altera and Intel Quartus II are employed to implement Verilog HDL for the digital 
image processing algorithms. Ultimately, five hexadecimal files are generated from the 
simulation, which are subsequently processed in MATLAB to produce the corresponding 
images. 

KEYWORDS:  

FPGA; image processing; MATLAB; Verilog HDL 

INTRODUCTION: 

Technological advancements are continuously evolving, with new innovations emerging 
annually. Currently, the global focus is on the Fourth Industrial Revolution (IR 4.0), which 
encapsulates the integration of digital technologies into industrial and manufacturing 
processes. This revolution highlights the comprehensive interconnectivity of intelligent 
digital systems. Embedded systems serve as a crucial technological foundation for the 
realization of IR 4.0. This project aims to develop an image processing algorithm 
implemented on an FPGA platform. The utilization of FPGA enhances the efficiency of 
image processing, thereby improving diagnostic capabilities and contributing to better 
healthcare outcomes. 

FPGA, or Field-Programmable Gate Array, is a semiconductor device that can be configured 
post-manufacturing to perform various functions. Its programmability allows for adaptability 
to different operational requirements. The architecture of FPGA supports parallel pipelining, 
which leads to accelerated execution, increased efficiency, and superior performance. Digital 
image processing involves the application of digital computing techniques to manipulate 
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digital images. This process enhances images and extracts valuable information through 
mathematical models and algorithms. Various techniques are employed in digital image 
processing, with fundamental algorithms including grayscale conversion, brightness 
adjustment, contrast modification, thresholding, and inversion. 

METHODOLOGY 

This project aims to create digital image processing algorithms utilizing Verilog HDL for 
implementation on FPGA platforms. The algorithms developed include grayscale conversion, 
brightness adjustment, thresholding, contrast enhancement, and image inversion. These 
techniques are essential for a range of image processing applications, such as improving 
image quality, extracting significant data, and modifying images for various display 
environments. Their relevance spans multiple domains, including real-time video processing, 
surveillance, satellite imaging, and medical diagnostics [11,14]. The project employs both 
Intel Quartus II and ModelSim Altera; Intel Quartus II facilitates the synthesis and 
implementation of the design onto the FPGA, while ModelSim Altera is utilized for 
simulating the Verilog HDL-based design to ensure its functional accuracy. 

1.Grayscale Conversion   

The process of converting an image from RGB to its intensity value (I) is referred to as 
grayscale conversion [15]. In a grayscale image, pixel values are represented on a scale from 
0 (black) to 255 (white). This conversion technique is advantageous as it reduces memory 
requirements and accelerates processing times in comparison to color images. A notable 
application of this method is in the field of medical imaging, including X-rays, MRIs, and CT 
scans. Grayscale images provide a clearer representation of internal bodily structures, 
enabling the precise identification of even minor abnormalities due to their high resolution 
[16]. There are three primary techniques for transforming a color image into a grayscale 
format. The first technique, known as the lightness method [15], determines grayscale values 
by averaging the minimum and maximum values of the RGB components, as illustrated in 
Eq. (1). 

 = (min( , , )+max ( , , ) )/2                                    (1) 

Gray=R+G+B/3      (2) 

 = 0.2989 ×  + 0.587 ×  + 0.114 × B                        (3) 

 2. Brightness manipulation 

It constitutes a fundamental operation within the realm of digital image processing. In 
instances where the input image exhibits excessive brightness, it becomes necessary to 
enhance its brightness further to improve visibility. Conversely, if the image appears too dim, 
the addition of brightness is essential to render the image more discernible for users. 
Essentially, brightness manipulation involves the addition or subtraction of a constant value 
to each pixel within the image. Brightness can be augmented by adding a specific value to 
each pixel, while the opposite effect can be achieved through subtraction. The mathematical 
representation for increasing brightness is provided in Equation (4), while Equation (5) 
illustrates the process for decreasing brightness, where Brightness denotes the new pixel 
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value, Gray signifies the original pixel value, and x represents a constant brightness value. 
The execution of brightness manipulation commences with the acquisition of data from the 
grayscale image. The brightness data for both addition and subtraction are derived from the 
corresponding mathematical expressions detailed in Equations (4) and (5), resulting in the 
output image reflecting the adjusted brightness.  

 =  +                                                                            (4)  

 =                                                                             (5) 

3.Thresholding  
 
It  is a process that converts a grayscale image into a binary format based on a predetermined 
threshold value. This transformation results in an image composed solely of black and white 
pixels. It plays a vital role in various computer vision applications, including surveillance and 
object detection. By selecting an appropriate threshold value, it effectively distinguishes 
objects from their background, thereby facilitating automated recognition and tracking. This 
technique is instrumental in both analysis and decision-making processes. According to 
Equation (6), if the initial gray value exceeds the threshold x, the corresponding pixel is 
assigned a new value of 255 (white); conversely, if the gray value is less than or equal to x, 
the pixel is assigned a value of 0 (black). Here, the variable x signifies the threshold value 
that dictates whether the output pixel will be black or white. 
 

 = { 255( )             >  
                        0 ( )                  }                                        (6) 
 
4.Contrast Adjustment   
 
Enhancing images can be achieved through contrast adjustment, which modifies the intensity 
differences among the pixels within the image. By elevating the contrast, darker pixels are 
rendered even darker, while lighter pixels are intensified. This process involves multiplying 
each pixel's value by a designated contrast factor. When the contrast factor exceeds 1, the 
contrast is amplified; conversely, a factor less than 1 results in reduced contrast. This 
technique is extensively utilized in optical character recognition (OCR) systems and 
digitization initiatives to guarantee that text and intricate details are distinctly visible and 
comprehensible. Such enhancement significantly improves the precision of text extraction 
and the overall interpretation of documents. The mathematical representation for contrast 
adjustment is provided in Equation (7), where x denotes the contrast factor. The procedure for 
implementing contrast adjustment begins with the acquisition of data from the grayscale 
image, followed by the calculation of contrast data as indicated in Equation (7), ultimately 
yielding the contrast-enhanced output image.   
           Contrast=x×Gray                                                                              (7) 
 
5.Inversion  
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It refers to the process of altering the intensity values of each pixel in an image by reversing 
them. Consequently, pixels that were originally dark will appear bright, while those that were 
bright will take on a dark appearance. This technique is particularly beneficial in the field of 
medical imaging, as it enhances the visibility of specific structures or features within the 
images. For instance, in X-ray imaging, inverting the image can reveal details that may not be 
easily discernible in the original format. This capability aids medical professionals in 
achieving a more thorough and precise diagnosis and analysis. In grayscale images, the 
maximum pixel value is 255. The inversion operation can be mathematically expressed in Eq. 
(8), where the new inverted value is calculated by subtracting the original gray value from the 
maximum pixel value, Amax. The process begins with the acquisition of the grayscale image 
data, followed by the application of the mathematical formula presented in Eq. (8) to derive 
the inverted data, resulting in the final inverted output image.   
                 Invert=Amax Gray                                                                      (8)         
                                                                                                            
6.Research Design   
 
The initial phase involves conducting a thorough investigation and analysis of information 
pertinent to digital image processing algorithms. A comprehensive review of existing studies 
and research in this domain has been undertaken. Following this, the focus shifts to 
identifying appropriate hardware and software solutions for image processing tasks. This 
includes selecting a specific model of FPGA and the corresponding development tools 
necessary for writing Verilog HDL code. The FPGA board chosen for this project is the DE-
10 Standard, with Intel Quartus II and ModelSim Altera identified as the preferred platforms. 
Subsequently, it is essential to select an appropriate image for the purposes of digital image 
processing. 

 
             Fig. 1. Block diagram digital image processing algorithm on FPGA implementation 
 
RESULTS AND DISCUSSION   
 
This section elaborates on the coding techniques employed to transform the color image into 
hexadecimal format utilizing MATLAB, alongside the Verilog coding implemented for the 
development of various digital image processing algorithms. Subsequently, the hexadecimal 
output files are reverted to image format through MATLAB during the post-processing 
phase. Additionally, this section provides insights into the pre-processing steps undertaken 
for the image. To effectively engage with the program, it is essential to have a foundational 
understanding of the FPGA board, Intel Quartus II, ModelSim, and MATLAB. Relevant 
information can be sourced from the following articles [17-20]. Furthermore, images from 
other studies [21] may also be utilized to evaluate the results. 
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 FPGA IMPLEMENTATION 
   
The implementation of a design on an FPGA necessitates several preparatory steps to 
guarantee both functionality and compatibility with the FPGA architecture. Initially, the input 
and output ports must be assigned to specific pins using the Pin Planner tool. The 
Programmer software is then employed to recognize the FPGA hardware and facilitate the 
uploading of the Verilog code to the FPGA. Pin Planner plays a crucial role in mapping the 
design's input and output ports to the physical pins on the FPGA device, ensuring proper 
interaction with external components and signals. Detailed pin assignments can be referenced 
in the DE10-Standard User Manual, where the 'clk' signal is designated to CLOCK_50, 
corresponding to a 50 MHz clock input.   
 
In the Programmer interface, the FPGA is set to operate in JTAG mode. Within the 
'Hardware Setup' section, the option 'DE-SoC [USB1]' is selected. Following this, the 'Auto 
Detect' button is activated, identifying the device as '5CSXFC6D6'. Both the FPGA and the 
HPS are displayed in the Programmer interface. A right-click on the FPGA allows for the 
modification of the device to '5CSXFC6D6F31'. Another right-click enables the selection of 

'Program/Configure' box associated with the .sof file is activated, and the 'Start' button is 
pressed to initiate the download of the .sof file to the FPGA. The indication of '100% 
(Successful)' confirms that the Verilog code has been successfully uploaded to the FPGA 
board. 

 

 
 
 

Programmer interface for programming the .sof file into the FPGA 

Image Processing Utilizing ModelSim Altera 

 
In ModelSim, functional simulation is conducted to validate the operational integrity of the 
Verilog code employed for digital image processing. The output waveforms for both the 
design and the testbench during the simulation period from 0 ps to 251000 ps are illustrated 
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mmences the reading of hexadecimal data 

 

 
In Figure 11, the yellow box emphasizes the output data for each submodule at the 

processing. Given that the always blocks within the submodules are activated by changes in 

 

 

Output simulation waveforms in the beginning 

Post-simulation analysis utilizing MATLAB   

Upon completion of the simulation in ModelSim, five hexadecimal files are generated. These 
files 

the Design Module, depicting the input hexadecimal file and the subsequent generation of 
output hexadecimal files derived from the Verilog HDL code following the simulation 
process. 
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Block diagram with input and output file of design module 

CONCLUSIONS   

The digital image processing techniques utilized in this project encompass grayscale 
conversion, brightness adjustment, thresholding, contrast enhancement, and inversion. The 
execution of these techniques in the realm of digital image processing is contingent upon both 
hardware and software components. The sole hardware employed for the implementation of 
these algorithms is the FPGA. On the software side, tools such as Microsoft Paint, MATLAB, 
Intel Quartus II, and ModelSim Altera are leveraged. Microsoft Paint facilitates the 
conversion of the input image from PNG to bitmap format, while MATLAB is responsible 
for transforming the bitmap image into hexadecimal format. The design of the algorithms in 
Verilog HDL is conducted using Intel Quartus II and ModelSim Altera, which also serve for 
the simulation and verification of the image processing tasks. Subsequently, MATLAB is 
again utilized to convert the output hexadecimal files back into PNG format, allowing for a 
visual comparison between the original color image and the processed outputs.   

The project's success is determined by the effective implementation of the digital image 
algorithms in Verilog HDL and their integration into the FPGA. The developed algorithms 
undergo evaluation through simulation and verification processes using Intel Quartus II and 
ModelSim Altera to ascertain the design's functionality. Comparisons are made between the 
grayscale image and both the original input image and the outputs of other algorithms to 
confirm the accuracy of the implementations. Additionally, validation on the FPGA hardware 
is performed to ensure the algorithms' practical applicability and performance. 
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ABSTRACT 

Designed to Monitor and Reduce the Risks Associated with Driver Fatigue. Driver 
Drowsiness Is A Significant Factor In Road Accidents, Contributing To Loss Of Attention 
And Delayed Reaction Times. This Project Aims To Develop A System That Can Detect 
Signs Of Drowsiness In Drivers Using Real-Time Monitoring Techniques And Issue Timely 
Alerts To Prevent Accidents. 

The System Leverages Advanced Sensors and Machine Learning Algorithms to Analyze a 
gh The Integration Of 

Facial Expressions. When The System Detects Signs Of Drowsiness, Such As Long Periods 
Of Closed Eyes Or Slow Reaction Times, It Triggers An Alert Mechanism That Includes 
Audio And Visual Warnings To Prompt The Driver To Take Necessary Action, Such As 
Pulling Over Or Resting. 

INTRODUCTION 
Introduction Driver fatigue has been the main issue for countless mishaps due to tiredness, 
tedious road condition, and unfavorable climate situations [1]. Every year, the National 
Highway Traffic Safety Administration (NHTSA) and World Health Organisation (WHO) 
have reported that approximately 1.35 million people die due to vehicle crashes across the 
world. Generally, road accidents mostly occur due to inadequate way of driving [2]. These 
situations arise if the driver is addicted to alcohol or in drowsiness [3]. The maximum types 
of lethal accidents are recognised as a severe factor of tiredness of the driver. When drivers 
fall asleep, the control over the vehicle is lost [4]. There is a need to design smart or 
intelligent vehicle system through advanced technology [5]. This paper implements a 
mechanism to alert the driver on the condition of drowsiness or daydreaming. A camera 

landmark algorithm and Euclidean distance in the behavioralbased approach. These 
characteristics help to measure driver fatigue and instantly alert him with the help of voice 
speaker and forwarding an e-mail to a person (owner of vehicle). 

Literature Review  

Drowsiness of driver can be determined with different aspects using vehicle-based, 
psychological, and behavioral measurements implemented through different predictive 
algorithms as discussed in the following sections. 2.1. Face and Eye Detection by Machine 
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Learning (ML) and Deep Learning (DL) Algorithms. Jabbar et al. [2] proposed Convolutional 
Neural Network (CNN) technique of the ML algorithm to detect microsleep and drowsiness. 

then passed to this CNN algorithm to properly identify drowsiness. Here, the experimental 
classification of eye detection is performed through various data sets like without glasses and 
with glasses in day or night vision. So, it works for effective drowsiness detection with high 
precision with android modules. The algorithm of Deep CNN was used to detect eye blink 
and its state recognition as provided by Sanyal and Chakrabarty [12]. Saleh et al. [13] 
developed an algorithm of LSTM and Recurrent Neural Networks (RNN) to classify driver
behaviors through sensors. Ed-
the RNN algorithm. It specially focuses on construction of real-time fatigue detection to 

aces, which works 
on multilayered 3D CNN models to identify drowsy drivers and provide 92 percentage 
acceptance rate.2.2. FPGA-Based Drowsiness Detection System. A lowintrusive drowsiness 
detection system using fieldprogrammable gate array (FPGA) has been designed by Vitabile 
et al. [15]. This system focuses on bright pupils of eyes which are detected by IR sensor light 
source embedded in a vehicle. Due to this visual effect, the retinas Wireless Communications 
and Mobile ComputingIdentified up to 90%, whic
drowsiness through a number of frames for avoiding serious mishaps. Navaneethan et al. [16] 
implemented a real-time system to track human eyes using cyclone II FPGA. 

SYSTEM STUDY AND ANALYSIS 

PROPOSED SYSTEM  

The proposed system here is designed to minimise the occurrence of countless mishaps due to 
the drowsy driver. Nowadays, fatigue of driver causes road accidents every now and then 
across the world. So, these activities should be required to automatically handle an 
implementation of smart alert system or vigilance in a vehicle which is an objective of this 
system. To analyze different behavioral or visual-based attitudes of the driver, face 
movement and eye blink are measured to study the state of the driver. Here, eye blink is 
mainly focused to detect drowsiness of the driver. The threshold value of an EAR lies above 
0.25 without any effect of exhaustion. When a driver automatically shuts down, then the 
threshold value of EAR falls below the given range. A threshold value of drowsy eye blink 

counting frames increase above the range of the threshold value, then the drowsiness of the 
driver is detected. Here, a Picamera is used to regularly record the total movement of an eye 
through which the threshold value of an EAR is calculated. A counter is also included in it for 
counting occurrence of frames.  
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Raspberry Pi3 Model B 

Proposed Methodology  

When the Pi camera model V2 is successfully integrated with Raspberry Pi3, it continuously 

behavioral measures of the driver with severity measurement of collision in following 
sections. The EAR is accurately calculated due to the use of Raspberry Pi3 model B and Pi 
camera modules to make a persistent recording of face landmarks that are localized through 
facial landmark points. But the Raspberry Pi3 model B and Pi camera modules are securely 
processed due to the operating system of the controller and predictable secure shell (SSH) 
keys. The use of SSH host keys provides secure network communications and helps to 
prevent unauthorized communications or file transfers. The IoT-based application is being 
developed through the integration of some IoT modules like wireless sensors, GPS tracker, Pi 
camera, and smart code for detecting drowsiness of the driver. So the above modules are 
properly integrated with the Raspberry Pi controller module that intelligently controls and 
smartly warns a drowsy driver. The successfulintegration of IoT modules is robustly used to 
prevent the cause of mishaps and also warns the drowsy driver to avoid careless driving. The 
Internet of Things (IoT) is helping to manage various real-time complexities like handling 
complex sensing environments and also provides a very flexible platform to control multiple 
connectivities. 

 

Crash sensor 

Existing Systems   

1. Driver Monitoring Systems (DMS): 
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These systems utilize computer vision, infrared sensors, and machine learning to detect 

movement, head position, and facial expressions to detect fatigue or drowsiness. 

Components: 

 Cameras: They are used to monitor eye movements and facial expressions, tracking 
 

 Infrared sensors: These help track eye movements and are effective in low-light 
conditions (e.g., at night). 

 Computer Vision Algorithms: These algorithms analyze the captured data to detect 
drowsiness or fatigue based on predefined metrics like blinking rate, eye closure, etc. 

1.2 Steering Wheel and Driver Behavior Sensors: 
Some systems use sensors embedded in the steering wheel or seats to detect fatigue. For 
example, a system might detect irregularities like steering behavior, sudden changes in 
driving speed, or difficulty maintaining lane position. 
Components: 

 Sensors on Steering Wheel: Monitor pressure on the wheel. If the driver is tired and 
not holding the wheel firmly, this can be an indicator of drowsiness. 

 Acceleration/Position Sensors: Detect jerky movements, sudden braking, or drifting 
from the lane which may indicate fatigue. 

SYSTEM  DESIGN  AND  ARCHITECTURE 
1. System Overview 
 The IoT-Based Smart Alert System for Drowsy Driver Detection utilizes a combination 
of sensors, AI algorithms, and cloud-based APIs to monitor and detect signs of driver fatigue 
or drowsiness in real time. The system uses sensors to capture physiological data (such as 
heart rate and eye movement), and AI algorithms process this data to analyze the driver's 
state 

2. System Components and Architecture 
A. Hardware Components: 

1. Sensors for Data Collection: 
 Camera Module (Facial Detection): Used to detect eye movements, eyelid 

drooping, and blinking frequency. 
 Heart Rate Monitor (Pulse Sensor): Measures heart rate, which can be used 

to assess alertness. 
 Galvanic Skin Response (GSR) Sensor: Measures skin conductance to 

detect stress or fatigue. 
 Microphone (Optional for Yawning Detection): To detect audio-based 

indicators of fatigue like yawning. 
 Accelerometer / Gyroscope (Head Movement Detection): Monitors head 

movements to detect if the driver is nodding off. 
Processing Unit: 

 Microcontroller / SBC (Raspberry Pi / Arduino): Handles sensor 
integration, processing, and real-time decision-making. 



 
M ARUTH U PAN DIYAR CO LL EG E,  T HANJAV UR  NC ID A-2K 2 5  

 

 
NATIONAL CONFERENCE ON INTERDISCIPLINARY APPROACHES IN MATHEMATICS, PHYSICS AND COMPUTER SCIENCE 

 ISBN: 978-81-983933-7-1 532 
  

 

 Edge AI Chip (Optional, e.g., Google Coral Edge TPU): Runs the AI-based 
drowsiness detection model locally to reduce latency. 

Alerting Mechanisms: 
 Vibration Motor or Haptic Feedback: Alerts the driver with vibration when 

drowsiness is detected. 
 Speakers / Audio Alerts: Provides an audio warning when drowsiness is 

detected. 
 LED Indicator Lights: Lights up to indicate the alert status (e.g., red for 

drowsy, green for alert). 
Connectivity: 

 Wi-Fi / Cellular Module: Enables data transmission to the cloud server and 
mobile applications. 

 GPS Module (optional): -
based decision-making. 

Power Supply: 
 Battery / DC Power Supply: Powers all the hardware components in the 

 
 
ARCHITECTURE OF IOT BASED ON DRIVING SYSTEM 
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CONCLUSION 

This research provides a robust method for detecting drowsiness of drivers and collision 
impact (severity) system in the present time. This method generally combines two different 
systems in one integrated system. But, the existing techniques are based on psychological or 
vehiclebased approach to detect drowsiness of drivers and also, the severity of collision is 
separately measured, but such technique is highly intruding as well as fully turns on the 
physical environment. So, the proposed system is used to construct a nonintruding technique 
for measuring drowsiness of the driver with severity of collision due to braking or mishap.  
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HYBRID CHATBOT IMPLEMENTATION USING A* ALGORITHM AND NLP 
TECHNIQUES 

 

 
ABSTRACT  
This paper presents a hybrid chatbot that integrates the A* algorithm for structured response 
selection with NLP techniques for natural language understanding. Unlike conventional chat 
bots relying solely on rule-based or deep learning models, this approach leverages A* for 
optimal path finding in conversational graphs while utilizing TF-IDF-based similarity 
measures for intent recognition. The proposed model improves chatbot decision-making and 
response accuracy by dynamically selecting the best conversation path based on user queries. 
This study highlights the effectiveness of combining graph-based AI search algorithms with 
NLP for enhanced chatbot interactions. 
Keywords: Chatbot, A* Algorithm, Natural Language Processing, Hybrid AI, Graph Search, 
Artificial Intelligence 
 
Introduction 

Chatbots have become an essential part of human-computer interaction, providing 
automated responses in various domains such as customer service, healthcare, and education. 
Traditional chatbots use rule-based or machine-learning models, but they often struggle with 
response optimization. This paper looks at a hybrid chatbot model that uses the A* algorithm 
to find the best response paths in structured conversations and natural language processing 
(NLP) to understand free-text inputs. By combining these techniques, the chatbot achieves 
efficient decision-making and improved interaction quality. 

 
Literature   Review 

Several chatbot models have been developed using various AI techniques. Rule-based 
chatbots rely on predefined responses but lack flexibility. Machine learning models, such as 
deep learning, improve adaptability but often require large datasets. Hybrid models 
combining search algorithms with NLP, such as the one proposed in this paper, provide a 
balance between efficiency and accuracy. Prior research has explored graph-based search 
algorithms in conversational agents, but limited studies have integrated A* for chatbot 
optimization. This study fills that gap by leveraging A* for dynamic response selection. 

 
System Requirements 

To develop and deploy the hybrid chatbot, the following system requirements are 
necessary 

 
Hardware Requirements: 
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 Processor: Intel Core i5 or higher 
 RAM: Minimum 8GB 
 Storage: At least 10GB free space 
 GPU (Optional): Required for NLP model enhancement 
 Network: Stable internet connection for chatbot deployment on cloud platforms 

 
Software Requirements: 

 Operating System: Windows, Linux, or macOS 
 Development Environment: Python 3.x 
 Libraries: NLTK, Scikit-learn, Heapq, TF-IDF Vectorizer 
 Database (Optional): SQLite or Firebase for storing chatbot interactions 
 API Integration: Flask or FastAPI for chatbot deployment. 

 
Database Design and Management 
A database is used to store chatbot interactions, user queries, and response patterns. The 
following table outlines the database schema: 
 
 

Table Name Column Name Data Type Description 
Users user_id INT (PK) Unique User Identifier 

username TEXT User Name 
created_at DATETIME Account Creation Timestamp 

Conversations conv_id INT (PK) Unique Conversation Identifier 
user_id INT (FK) User Identifier 
message TEXT User Message 
response TEXT Chatbot Response 
timestamp DATETIME Timestamp of Message 

Responses response_id INT (PK) Unique Response Identifier 
response_text TEXT Predefined Response 

 
Implementation Approach 
The chatbot system consists of: 

1. User Input Preprocessing: Tokenization and intent recognition using NLP 
techniques. 

2. Graph-Based Dialogue Management: Nodes represent conversation topics, and 
edges define possible response transitions. 

3. A Algorithm for Response Optimization:* Searches the shortest and most relevant 
path based on heuristic values. 

4. TF-IDF Vectorizer for NLP Processing: Determines the closest response match 
when predefined paths are insufficient. 

5. Response Generation: Combines predefined responses with AI-generated content for 
improved interaction quality. 
 

Use Cases and Applications 
The proposed chatbot can be implemented in multiple domains: 
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 Customer Support: Provides instant assistance and resolves queries efficiently. 
 Education: Acts as a virtual assistant for students to answer academic queries. 
 Healthcare: Assists in scheduling appointments and providing medical guidelines. 
 E-commerce: Enhances shopping experiences by recommending products and 

processing orders. 
 

Data Analysis and Performance Evaluation 
A set of test cases was used to evaluate the chatbot's response accuracy. The following table 
summarizes the results: 

Test Case Query Type Response Accuracy (%) Response Time (ms) 
TC1 Simple Query 95 150 
TC2 Ambiguous Query 88 200 
TC3 Complex Query 82 250 
TC4 Intent Mismatch 75 300 

The analysis shows that the chatbot performs well in simple queries but has a slightly lower 
accuracy when handling complex and ambiguous queries. Future improvements can include 
reinforcement learning to refine response selection. 
Graphical Analysis 
To visualize chatbot performance, the following graph compares response accuracy and 
response time for different query types: 

 X-axis: Query Type (Simple, Ambiguous, Complex, Intent Mismatch) 
 Y-axis (Left): Response Accuracy (%) 
 Y-axis (Right): Response Time (ms) 
 Blue Line: Accuracy Trend 
 Red Dashed Line: Response Time Trend. 

The results indicate that response accuracy decreases with increasing query complexity, while 
response time increases accordingly. The chatbot performs best with simple queries, while 
ambiguous and intent-mismatched queries require further optimization 
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Future Enhancements 
 Deep Learning Integration: Using transformer-based models for improved 

contextual understanding. 
 Sentiment Analysis: Adjusting responses based on user emotions. 
 Multilingual Support: Expanding chatbot capabilities to support multiple languages. 
 Cloud Deployment: Implementing real-time processing with cloud-based AI 

services. 
 

Conclusion 
The hybrid chatbot model demonstrated the advantages of integrating the A* 

algorithm with NLP for optimized response selection. The approach enhances chatbot 
efficiency by balancing structured decision-making and natural language flexibility. Future 
work can include deep learning enhancements and sentiment-based heuristics to improve the 
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Abstract 
 

Agriculture automation has been on the rise leveraging. One of the main concerns of today's 
farmers is protecting crops  Develop a system, that combines AI 
Computer Vision using TCN and Wild Net for detecting and recognizing animal species, and 
specific ultrasound emission (i.e., different for each species) for repelling them. Train the 
Wild Net model on a dataset containing images of the target animal species. Wild Net model 
to classify the 90 different animals provided in the data set. Utilize a Temporal Convolutional 
Network (TCN) for video analysis and animal detection. Upon identification, the system 
triggers the emission of ultrasound waves tailored to each animal. Alert the farmers by 
sending SMS. 

 
Keyword : To detect and recognize the animals, as well as generate ultrasonic signals 
tailored to each species of the animals. identify animals fastly. To repel them using 
ultrasound. To alert the farmers  

 
Introduction 

Artificial intelligence (AI) on edge will be part of the next generation of the Internet of 
Things. Edge-AI computing mechanism for agricultural applications is very vital for the 
entire world to solve most of the relevant issues at global level. This project presents a real-
time monitoring solution based on AI technology to address the problems of crop damages 
against animals. 

Existing System 

There are different existing approaches to address this problem which can be lethal (e.g., 
shooting, trapping) and non-lethal (e.g., scarecrow, chemical repellents, organic substances, 
mesh, or electric fences). Non-chemical control of pocket gophers. 22 rim fire rifle or a 
shotgun can be used to dispatch woodchucks. Some motion-activated water sprayers have 
been developed that spray birds when they break the motion-detecting Permanent Woven-
Wire Fencing. 

Disadvantages 
 

Electric Fence lack of visibility and the potential to shock an unsuspecting human passer-by 
who might accidentally touch or brush the fence. Bee fence disadvantages are that it is only 
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restricted to elephants and humans Percentage of all intrusions in the detection area that was 
detected was relatively low. Sensor Failure Expensive 
 
 
Proposed System 
This project presents an integrated system aimed at addressing wildlife-related challenges in 
agriculture by combining advanced AI technologies with targeted ultrasound emissions and 
farmer alert mechanisms. AI Computer Vision Module 
Wild Net is utilized for species classification, enhancing the accuracy of identification. The 
TCN is employed for real-time video analysis to detect and recognize animal species. 
Ultrasound Emission Module Animal-specific ultrasound emission are integrated into the 
system. When the computer vision module identifies a threat, the corresponding ultrasound 
emission is triggered to repel the detected species. Farmer Alert System Upon detection of a 
potential threat, the system initiates an alert mechanism to notify farmers. SMS notifications 
are sent to pre-registered farmers, providing real-time information about the identified species 
and potential risks. User Interface A user-friendly interface allows farmers to configure 
system parameters, monitor real-time data, and receive alerts. The interface includes 
managing contact information for SMS alerts. 
 
Advantages 
Accurate and Fast prediction 
Less or no labor requirement. 
Remote Monitor 
Minimizes agricultural losses caused by wildlife. 
Easy-to-use interface for configuration and monitoring 
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Modules List 
 

1. Wildlife Defense Web Control Panel 
2. Wild Net Model: Build and Train 

  2.1. Import Dataset 
  2.2. Preprocessing 
  2.3. Segmentation 
  2.4. Feature Extraction 
  2.5. Classification 
  2.6. WildNet Mode l: Build and Train 
  2.7. Deploy Model 

3.Animal Intrusion Predictor 
4.Ultrasound Emission 
5.Alert Generator 
 

Conclusion 

Agricultural farm security is widely needed technology nowadays. In order to 
accomplish this, a vision-based system is proposed and implemented using Python and Open 
CV and developed an Animal Intrusion System to blow out the animals.  

The implementation of the application required the design and development of a 
complex system for intelligent animal repulsion, which integrates newly developed software 
components and allows to recognize the presence and species of animals in real time and also 
to avoid crop damages caused by the animals.  

Based on the category of the animal detected, the edge computing device executes its 
DCNN Animal Recognition model to identify the target, and if an animal is detected, it sends 
back a message to the Animal Repelling Module including the type of ultrasound to be 
generated according to the category of the animal.  

 The proposed CNN was 
evaluated on the created animal database. The overall performances were obtained using 
different number of training images and test images. This project presented a real-time 
monitoring solution based on AI technology to address the problems of crop damages against 
animals. This technology used can help farmers and agronomists in their decision making and 
management process. 
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Abstract- In this work we have identified the several issues and efficient approaches when 
we apply association rule mining is one of the data mining techniques for distributed data sets 
that are located on the distributed environments. In data mining, there are various application 
are highly available to extract the rules using association rule mining mechanisms. It takes 
much longer time to get expected results because since they have dynamic issues are 
generated every updated fields or applications due to the uncontrolled growth of 
developments in all areas. In this paper mainly focused on study and analysis process for 
various available applications and its merits, challenges and various available algorithms to 
association rule mining for the various organizations. 

 
Key words: Data Mining, Applications, Techniques, Association Rule mining, Classification, 
Clustering. 

 
I. INTRODUCTION 
 

Data Mining is one of the wide areas of research in recent years to extract meaningful 
information from huge data sets from distributed environment. Data Mining is becoming 
popular in various fields because there is a need of efficient analytical methodology for 
detecting hidden and valuable information for every application. In many industries, Data 
Mining provides several benefits such as detection of the hidden information, availability of 
solution to the benefices in lower cost, detection of causes of issues and identification to 
solve the issue using related methods. It also helps the researchers for making efficient 
solutions, constructing recommendation systems to the society, developing pattern of the 
repositories. 

 
Data mining consists of five major elements are [1] 

 
 Extract, transform, and load transaction data onto the data warehouse system. 
 Store and manage the data in a multidimensional database system. 
 Provide data access to business analysts and information technology professionals. 
 Analyze the data by application software. 
 Present the data in a useful format, such as a graph or table. 
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II. WORKING STAGES OF KDD PROCESS AND TOOLS 
 

A. Data Mining Process: 
 

The KDD process [in figure1] which consists of the following steps: 

1. Selection: It is the process of selecting data relevant for the task of analysis from the 

database. 

2. Pre-processing: It Removes noise and inconsistent data and combines multiple data 

sources. 

3. Transformation: It transforms data into appropriate forms to perform data mining. 

4. Data mining: It chooses a data mining algorithm which is appropriate in extracting 

patterns. 

5. Interpretation/Evaluation: It interprets the patterns into knowledge by removing 

redundant or irrelevant data and translating the useful patterns into terms that is 

understandable by human. 

 
 

 
 

Figure 1. Stages of KDD Process 
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B. Data Mining Tools: 
 

There are Different Data Mining tools available, which are as follows: 
 

 SPSS Clementine 
 SAS 
 E-Miner 
 MATLAB 
 Oracle DM 
 SQL server 

 Open source software such as WEKA, R, and Orange [2]. 

 

III. DATA MINING TECHNIQUES 
 

A. Association Rules Mining (ARM): 
 

Association Rule algorithms can be able to generate rules with support and 
confidence values less than one. The number of possible Association Rules for a given 
dataset is commonly very large and a high proportion of the rules. Association rules 
provide the attributes value of conditions that may occur frequently together in a given 
item set. ARM computed from the data using -  logic rules [3]. 

 
Association rule mining is the wide important technique in the part of data mining. 

ARM support the benefits to extract the frequent patterns, associations, correlations 
among sets of items. ARM tries to find the relationships among the attributes in the 
database which may be support in the task of decision making. But it is not restricted to a 
particular field only of association rule mining and also supports various important fields. 
It finds the new required rules in the transaction database and many fields, such as 
customer shopping analysis, additional sales, goods design, storage planning and 
classifying the users depending upon the buying patterns, etc. These association rules can 
be easily interpreted and communicated [4]. 

 

Figure 2. Two Phases of ARM 
 

There are two phases [Figure2] in the problem of data mining association rules. 

 Support: The support is the number of transactions that has all items in the 
antecedent and consequent parts of the rule. The support is sometimes act as a 
percentage of the total number of records in the database. 
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Support (XY) = Support count of (XY)/ Total number of 
transaction in D 

 
 Confidence: Confidence is the ratio level in the number of transactions that 

contains all items in the consequent as well as the antecedent to the number of 
transactions that has all items in the antecedent [5]. 

 
Confidence (X|Y) = Support (XY)/ Support (X) 

 
 

1. Steps for generate Association Rules: 
 

 
Figure 3. Generating Association Rule 

 

2. Distributed/parallel algorithms: 

Databases may store a large amount of data to be performed mining process. Mining 
association rules in such databases may require substantial processing capacity of power. A 
possible solution to this problem can be a distributed system. Many large databases are 
distributed in nature and may make it as more feasible by using distributed algorithms. 
Major part is a cost of mining association rules is the computation of the set of large item 
sets in the database. Distributed computing of large item sets has some new problems. One 
may compute locally large Item sets easily, but may not be globally large item set. Since it 
is highly expensive to broadcast the whole data set to other sites, one aspect is to show all 
the counts of all the item sets, no matter locally large or small, to other sites. A database may 
contain required combinations of item sets, and it will involve in more number of passes. 
 

A distributed data mining algorithms (Fast Distributed Mining of association rules) are [6] 
1. Distributed association rule learning 
2. Collective decision tree learning 
3. Collective PCA and PCA-based clustering 
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4. Distributed hierarchical clustering 
5. Other distributed clustering algorithms 
6. Collective Bayesian network learning 

 

TABLE I. ADVANTAGES AND DISADVANTAGES OF 
VARIOUS CLASSIFICATION TECHNIQUES 

 

Association 
Rule Mining 
Algorithm 

Advantages Disadvantages 

AIS 

 Estimation is used in the 
algorithm to prune item 
sets that have no hope to 
be large. 

*Limited to only one 
item in the consequent. 
*Requires multiple passes 
over the database. 

Apriori 

 This algorithm has 
least memory 
consumption. 

 Easy implementation. 
 It uses Apriori property 

for pruning; item sets left 
for further support 
checking remain less. 

*Requires many scans of 
database. 
*Requires only a single 
minimum support       

     threshold. 
*Favorable for small database. 
*Explains the presence or 
absence of an     

     Item in the database. 

FP-growth 

 It is faster than other 
association rule 
mining algorithm. 

 Repeated database scan is 
eliminated. 

*Memory consumption is 
more. 
*Not used the interactive 
mining and  

     incremental mining. 
 

 
3. Classification: 

 
Classification is the wide commonly used data mining technique, which processes 

a set of pre-classified samples to develop a model and it also classify the population of 
records at huge. It is the process of finding a function that allows the classification of data 
into several classes. Classification approach makes use of decision tree or neural network-
based classification algorithms. The accuracy of the classification rules are estimated 
using test data. Applicable techniques if the required attribute is classified as decision tree, 
Bayesian classification, back propagation, based on concepts from ARM, k-nearest 
neighbor, reasoning, genetic algorithms, support vector machine and fuzzy set. If the 
target attribute is continuous then use of technique as linear, multiple and non-linear 
regression [7]. 
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TABLE II. ADVANTAGES AND DISADVANTAGES OF 
VARIOUS CLASSIFICATION TECHNIQUES 

 
Methods Advantages Disadvantages 

K-NN 
 Easy implementation 
 Faster training 

× Large Storage Space 
× Noise Sensitive 
× Slow Testing 

Decision Tree 

 No requirements of domain 
knowledge to construct 
decision Tree 

 Minimizing Ambiguity 
 Easy data process with high 

dimension 
 Easy to interpret 
 Handles numerical and 

categorical data 

× Restricted to one output 
attribute 
× Categorical output 
× Unstable classifier 
× If dataset is numeric then 

Generate complex decision 
tree 

Support Vector 
Machine 

 Better Accuracy 
 Easily handle complex data 

point 
 Over fitting Problem is not 

much 

 
× 
× 
× 
× 

 
Computationally 
Expensive Selection of 
Right kernel function 
More time for training 
process Breaking into two 
classes 

Neural Network 

 
 Identify complex 

relationship between 
dependent and 
independent variable 

 Handle noisy data 

 
× 
× 
× 

 
Local 
minima Over 
fitting 
Difficult to interpret 

 
Bayesian Belief 

Network 

 
 Easy computation process 
 Better speed and accuracy 

 
× 

 
Not accuracy in some 
variable dependent 
cases 

 
 

4. Clustering: 
 

Clustering is an unsupervised learning method and it is different from 
classification. Clustering is a process of partitioning a set of data into a set of required sub 
classes, called clusters. To based on users purpose the natural grouping or structure 
required in a data set. Clustering partitioned the data points based on the similarity 
measure. Clustering approach is used to identify same services between data points [8]. 

Clustering is used as identification of similar classes of objects. By using 
clustering techniques we can further identify object space and discover overall distribution
pattern and correlations among data attributes. Classification approach can also be used 
for high performance means of distinguishing classes of object but it becomes highly 
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expensive so clustering utilized as preprocessing approach for the required attribute 
further subset selection and classification [9]. 

 
TABLE III. ADAVATAGES AND DISADVANTAGES OF 

VARIOUS CLUSTERING TECHNIQUES 
 
 

Methods 
 

Advantages 
 

Disadvantages 

 
K-means Clustering 

 
 Simple 
 Efficient 
 Less complex method 

 
× Require number of cluster 
× Problem with handling 

categorical attributes 
× Not discover 
× Various result 

 
Hierarchical Clustering 

 
 Easy implementation 
 Good visualization capacity 
 No need to specify cluster 

counting 

 
× Cubic time complexity 
× Decision to select split 
point 
× Not work well with noise 
× Not scalable 

 
Density Based 

Clustering 

 
 No need to specify the cluster 
 Easily handling cluster 
 Worked well with presence of 

noise 

 
× Not handle the data points 
× Depend results 

 

IV. DATA MINING APPLICATIONS OR DOMAINS 

There are many applications are recently available as follows 

 Market Basket Analysis 
 Education System 
 Medical Diagnosis (Healthcare) 
 Census Data 
 CRM of Credit Card Business 
 Protein Sequences 

A. Market Basket Analysis: 
 

Data mining technique is used in Market Basket Analysis. Where they customer 
want to buying some products then this technique helps us extract the associations rule 
between different items that the customer put in their shopping buckets. Here the 
discovery of this association that develops the business technique. In this way the retailers 

(buying the different pattern) based on regular purchases. In this way this technique is 
used for profits of any business and also support to purchase the branded related items. 

 
B. Web Education: 

 
Data mining methods are used in the web Education in the education system 

which is used to develop aware about courseware. The relationships are discovered among 
the usage data utilized up during  sessions. This knowledge is very useful for the 
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teacher or the author of the any kinds of course, who could decide what updating will be 
the highly required to improve the effectiveness of the online course. In the earlier stage 
the beginners are using the data mining techniques which are one of the best learning 
methods. This makes it possible to increase the awareness of learners. Web Education is 
rapidly growth in the application of data mining methods to educational communications 
which is both feasible and can be improvement in learning environments in the earlier 
system [10]. 

 
C. Medical diagnosis: 

 
Applying ARM in medical field can be used for assisting physicians to cure 

patients. The general issue of the induction of related diagnostic association rules is harder 
because theoretically no induction process by itself to responsible to give the correctness 
of leading hypotheses. Practically diagnosis is not an easy process as it involves non 
related diagnosis tests and the presence of noise in training samples. This may result in 
hypotheses with unsatisfactory correctness of prediction which is highly unwanted for 
critical medical applications. Serban has proposed a technique based on relational 
database ARM and supervised learning methods to support for identify the probability of 
illness in a certain disease. This interface can be simply extended new symptoms 
additionally and its types for the given disease, and by defining new relations between 
given symptoms. 

 
D. Census Data: 

 
Censuses make a huge variety of common statistical information on society 

available to both researchers and the general public. The data reliable to population and 
economic census fields and it can be forecasted in planning public services such as 
education, health, transport, funds and in public business are setup new factories, 
shopping malls or banks and even marketing any products. The application of data mining 
techniques to census data and more generally to official data has honestly great potential 
in supporting good public policy and the effective functioning of a democratic society. 
Otherwise it is not necessary to demanding and requires exigent methodological study, 
which is still in the preliminary stages. 

 

E. CRM of Credit Card Business: 
 

Customer Relationship Management (CRM), through the banks hope to identify 
the preference of different customer classified groups based on their purchased products 
and services accessed to their liking to enhance the cohesion between credit card 
customers and the bank, has become a more interest. Shaw mainly describes how to 
incorporate data mining into the framework of good marketing management. The 
collective application of association rule techniques reinforces the informative 
management process and allows marketing dealing to know their customers well to 
provide better quality services. Song proposed a method to illustrate change of customer 
behavior at different time snapshots from customer profiles and marketing data. The basic 
aspect is to discover changes from two datasets and generate rules from each dataset to 
carry out rule matching [11]. 

 
F. Protein Sequences: 
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Proteins are essential contributions of cellular machinery of any organism. DNA 

technologies have provided tools for the immediate determination of DNA sequences and, 
by inference, the amino acid sequences of proteins from the particular of structural genes. 
Proteins are sequences made up of 20 types of amino acids. Each protein contains a 
unique 3-dimensional structure, which no independently on amino-acid sequence. A small 
change in sequence of protein may change the great functioning of protein. They are 
highly related with protein functioning on its amino acid sequence pattern has a subject of 
great anxiety. The research has gone into understanding the composition and nature of 
proteins; still many services used to be required satisfactorily. Now it is usually believed 
that amino acid sequences of proteins are not random. The authors are Nitin Gupta, Nitin 
Mangal, Kamal Tiwari, and Pabitra Mitra has deciphered the nature of associations 
between different amino acids and it present in a protein. Such association rules are 
advantageous for enhancing our knowledge data of protein composition to clarified and 
hold the potential to give clues regarding the global interactions amongst some particular 
sets of amino acids taking place in proteins. Knowledge of these association rules or 
constraints is highly hope for synthesis of unnatural proteins [12]. 

 

V. CONCLUSION 
 

Association Rule Mining is the one of wide range of technique in data mining and 
it performs with the distributed data items in data bases. Recently, there are many 
applications required the services of data mining techniques to produce the solution in the 
social effective result in all fields. ARM applied for heterogeneous application in the 
global to extract the newly generate rules. In this paper, we also focused on usage of 
various algorithms for various applications in data mining. 
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ABSTRACT: Cardio vascular disease is a major threat to half of the world population. The 

term heart disease is related to all the diverse diseases affecting the heart. The healthcare 
industry generates huge amounts of data that are too difficult to be analyzed by 
traditional methods. Hence computer assisted methods are necessary to make correct 
decisions. Heart disease is a term that assigns to a large number of medical conditions 
related to heart. These medical conditions describe the abnormal health conditions that 
directly influence the heart and all its parts. The main issue about mining association 
rules in a medical data is the large number of rules that are discovered, most of which 
are irrelevant. A rule-based decision support system (DSS) is presented for the diagnosis 
of coronary vascular disease (CVD). Such number of rules makes the search slow. 
However, not all of the generated rules are interesting, and some rules may be ignored. 
In medical terms, association rules relate disease data measures the patient risk factors 
and the occurrence of the disease. Association rules are compared to predictive rules 
mined with decision trees, a well-known machine learning technique. In this paper, we 
propose a new system to find the strength of association among the attributes of a given 
data set. The proposed system has several advantages since it is automatically generated. 
It provides CVD diagnosis based on ease and none invasively acquired features. 

 
KEYWORDS: Data mining; Decision Tree; Association Rule Mining; Machine Learning 

Technique 
 
I. INTRODUCTION 
 
Data mining is the process of finding previously unknown patterns and trends in databases 

and using that information to build predictive models. In healthcare, data mining is 
becoming increasingly popular, if not increasingly essential. Healthcare industry today 
generates large amounts of complex data about patients, hospital resources, disease 
diagnosis, electronic patient records, medical devices, etc. The large amount of data is a 
key resource to be processed and analyzed for knowledge extraction that enables support 
for cost-savings and decision making. Data mining provides a set of tools and techniques 
that can be applied to this processed data to discover hidden patterns and also provides 
healthcare professionals an additional source of knowledge for making. 

 
Recent studies have documented poor population health outcomes in coal mining areas. 

These findings include higher chronic cardiovascular disease (CVD) mortality rates and 
higher rates of self-reported CVD [13]. The risk for CVD is influenced by 
environmental, genetic, demographic, and health services variables. Risk behaviors, in 
turn, are related to lower socioeconomic status (SES); low SES persons are more likely 
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to smoke, consume poor quality diets, and engage in sedentary lifestyles. Coal mining 
areas are characterized by lower SES relative to non-mining areas, suggestive of higher 
CVD risk. Environmental agents that contribute to CVD include arsenic, cadmium and 
other metals, non- specific particulate matter (PM), and polycyclic aromatic 
Hydrocarbons (PAHs). 

 
We also refer to Computer-aided diagnosis methodologies as stated [15] in the literature; in 

this case, the data obtained by some of the aforesaid methods or other sources (i.e., 
laboratory examinations, demographic and/or History data, etc.) are evaluated from a 
computer-based application, leading to a CVD diagnosis. These methodologies can be 
divided into various categories, based on the type of data they use for subject 
characterization: 1) methods that employ the resting or exercise ECG of the patient, 
extracting features from it, such as the ST segment[17], [16],, the QT interval , the T 
wave amplitude , the R wave, and the heart rate variability (HRV) ; 2) methods using 
medical images such as SPECT ; 3)methods based on heart sounds associated with 
coronary occlusions[18] ; 4) methods based on arterio-scillography [19]; 5) methods 
based on Doppler ultrasound signals[20] ; 6) methods employing demographic, history, 

 
 
II. RELATED WORK 
 
This section introduces association rules, terminology and some related work on rare 

association rules. 
 
A. ASSOCIATION RULES: 
 
Formally, association rules are defined as follows: Let me = {i1, i

D is a set of transactions, where each transaction T is a set of items such that T I.. Each 
transaction is associated with a unique identifier TID. An action T is said to contain X, a 
set of items in I, if X T X , where 
X I; why I, and X Y e X Y has supported in the Transaction set D if s% 
of the transactions in D contains X U Y. In other words, the support of the rule is the 
probability that X and Y hold together among all the possible presented cases. It is said 
that the rule X Y holds in the transaction set D with confidence c. If c% of transactions 
in D that contain X also contain Y. In other words, the confidence of the rule is the 
conditional probability that the consequent Y is true under the condition of the 
antecedent X. The problem of discovering all association rules from a set of transactions 
D consists of generating the rules that have a supportive and confidence greater than are 
given thresholds. These rules are called strong rules, and the framework is known as the 
support-confidence framework for association rule mining. 

 
B. TRANSFORMING MEDICAL DATA SET: 
 
A medical dataset with numeric and categorical attributes must be transformed to binary 

dimensions, in order to use association rules. Numeric attributes are binned into intervals 
and each interval is mapped to an item. Categorical attributes are transformed by 
mapping each categorical value to one item. Our first constraint is the negation of an 
attribute, which makes the search more exhaustive. If an attribute has negatively then 
additional items are created corresponding to each negated categorical value or each 
negated interval. Missing values are assigned to additional items, but they are not used. 
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In short, each transaction is a set of items and each item corresponds to the presence or 
absence of one categorical value or one numeric interval. 

 
Markos G. Tsipouras et.al proposed as in prediction of heart attack describes two 

history, the family history of CAD (FH), smoking history (smoke), history of diabetes 
mellitus (DM), and hypertension (HT) or hyperlipidemia were used. Family history of 
CAD was defined as the presence of CAD in the father or brother aged <55 years or 
mother or sister aged <65 years. Current and ex-smokers were defined as having 
smoked the last cigarette less than a week and less than a year before the CA, 
respectively. Diabetes mellitus was defined as a fasting blood glucose concentration 
(FBGC) 126 mg/dl or antihyperglycemic drug treatment, hypertension as systolic blood 
pressure (SBP) >140 mm Hg, and/or diastolic blood pressure (DBP) >90 mm Hg or use 
of antihypertensive agents, and hyperlipidemia as fasting total cholesterol >220 mg/deal 
or use of lipid-lowering agents (statins or fibrates). Other clinical data were also 
recorded; body mass index (BMI), calculated as weight (kg) divided by the square of 
height (square meter), waist perimeter measured in centimeter, resting heart rate (HR), 
measured in beats per minute (b/min), resting SBP and DBP measured in mmHg. The 
laboratory investigations also incorporated were creatinine (Cr), glucose (Glu), total 
cholesterol (Tchol), high- density lipoprotein (HDL), and triglycerides (TRG) measured 
in milligrams per deciliter (mg/DL). All the aforementioned features are considered to 
be traditional cardiovascular risk factors widely used to assess the risk of CAD. In 
addition, carotid femoral pulse wave velocity (PWVcf) and augmentation index (AIx) 
expressed in meter per second, and percentage, respectively, were also used as 
noninvasively indices of arterial stiffness. In the association rules we generate the rules 
such as Rulei = (at1op V1)(at2op V2) · · · (atmopVm), where (at, Vj) is anattribute and 
its threshold-  

 
III. PROPOSED METHODOLOGY AND DISCUSSION 
 
We propose the AA (I) Attribute Association, which is an extension to OA which finds the 

association among the attributes [4] of a dataset. A patient having a disease that can be 
always a combination of symptoms such as fever may come with stress or due to change 
in climate. The other patient may have a fever with cold and cough. Our interest is to 
find the strength between the symptoms or diseases how frequently they are associated. 
In our future study, we would like to extend this to the heart attack and find the strength 
between co- , 

tribute set. Further, we calculate frequencies of various attributes in the 
dataset which has more association among the attributes and analyze the results. 

 
ALGORITHM: DAST (Defining Association Strength) 
 
Input: TD-transaction Database, MS-Minimum Support, MC-Minimum Confidence, MA-

Minimum Association 
Output: Strong Association datasets 
Method: 
Step 1. C1= Candidate 1-itemsets Step 2. L1=frequent 1-itemsets Step 3. for (K=2; LK-

 
Step 5. CK= LK-1 LK-1 

 
Step 7. If any subset of c LK-1 Step 8. Then CK = CK -  
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Step 10. { 
 

 
 

Step 18. for each c=(x U y) // x contains any number of items but y contains only one item // 
 

 
Step 22. } 
Step 23. } 
IV. EXPERIMENTAL RESULTS 
 
We calculate frequencies of various attributes in the dataset which has more association 

among the attributes and analyze the results. The experiment result is derived depends 
on age and sex centralized category. 

 
Table 1. For Age 
 

 Frequency Percent Valid 
Percent 

Cumulative 
Percent 

Valid 

25-35 7 2.3 2.3 2.3 
35-45 57 18.6 18.6 20.9 
45-55 89 29.0 29.0 49.9 
55-65 121 39.4 39.4 89.3 
65-75 31 10.0 10.0 99.3 
>75 2 0.7 0.7 100.0 
Total 307 100.0 100.0  

 
 
The above table shows that the CVD risk between the grouped persons which they belongs 

to different age groups for the test analysis. The frequencies are measured based on the 
parameters required. 

 
Table 2. For Sex 
 

 Frequency Percent 
Valid 

Percent 
Cumulative 

Percent 

Valid 
Male 98 32.0 32.0 32.0 
Female 209 68.0 68.0 100.0 
Total 307 100.0 100.0  

 
The above table shows that the CVD risk is more in male gender that are in the age range 

between 55 & 65. Similar measures are applied to calculate the statistics of each 
attribute frequency and we can apply this for prediction of heart attack. 

 
V. CONCLUSION 
 
In this paper, we proposed a new measure that finds the association among the various 

attributes in a dataset. Our method generates valid association rules by taking a 
probability measure. We conducted experiments on synthetic and real data sets. We have 
applied the measure to both frequent and infrequent items set to the dataset. 
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Surprisingly, we found that the infrequent item set is also having the association among 
the attributes. This type of association is possible in the case of diseases. In our future 
work we wish to conduct experiments on large real time health datasets to predict the 
diseases like heart attack and compare the performance of our algorithm with other 
related algorithms. 
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ABSTRACT 
 This work presents the variations of photoplethysmogram (ECG) morphology with age. ECG 
measurement is done noninvasively at the index finger on both right and left hands for a 
sample of erectiledys function (ED) subjects. Some parameters are derived from the analysis 
of ECG contour showed in association with age. The age is found to be an important factor 

age due to the fall of arterial elasticity. This study approaches the establishment of usefulness 

vascular system, and as a detector of early sub-clinical atherosclerosis. 
 
Keywords: Rule Mining, CVD, Heart Disease, Fetal ECG. 

 
I. Introduction 

Signal processing is an area of systems engineering, electrical engineering and applied 
mathematics that deals with operations on or analysis of analog as well as digitized signals,  
representing time-varying or spatially varying physical quantities. Signals of interest can 
consists sound, electromagnetic radiation, images, and sensor readings, for example biological 
measurements such as electrocardiograms, control system signals, telecommunication 
transmission signals, and many others [1]. 

The goals of signal processing can roughly be divided into the following categories. 
 Signal acquisition and reconstruction, which involves measuring a physical signal, 

storing it, and possibly later rebuilding the original signal or an approximation 
thereof. For digital systems, this typically includes sampling and quantization. 

Quality improvement, such as noise reduction, image enhancement, and echo cancellation. 
 Signal compression (Source coding), including audio compression, image 

compression, and video compression. 
Feature extraction, such as image understanding and speech recognition. 

Analog signal processing is for signals that have not been digitized, as in legacy radio, 
telephone, radar, and television systems. This involves linear electronic circuits as well as non-
linear ones. The former are, for instance, passive filters active filters, additive mixers, 
integrators and delay lines [2]. Non-linear circuits include compandors, multiplications 
(frequency mixers and voltage-controlled amplifiers), voltage-controlled filters, voltage-
controlled oscillators and phase-locked loops. 
Digital signal processing is the processing of digitalized discrete-time sampled signals. 
Processing is done by general-purpose computers or by digital circuits such as ASICs, field-
programmable gate arrays or specialized digital Signal processors. Typical arithmetical 
operations include fixed-point and floating-point, real-valued and complex- valued 
multiplication and addition. Other typical operations supported by the hardware are circular 
buffers and look-up tables. Examples of algorithms are the Fast Fourier transforms (FFT), 
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finite impulse response (FIR) filter, Infinite impulse response (IIR) filter, and adaptive filters 
such as the Wiener and Kalman filters [3]. 

 
II. Background 

The main process of Hong algorithm includes normalization, local orientation 
estimation, local frequency estimation, and filtering. A bank of Gabor filters, which is tuned to 
local ridge orientation and ridge frequency, is applied to the ridge and valley pixels in the 
normalized input Voice image to obtain an enhanced Voice image. The filters are used as band 
pass filters to remove the noise and preserve true ridge/valley structures. We implemented this 
algorithm for comparison purposes introducing some modification. First, an alternative 
scheme, based on local gradient operations, is used for more precise orientation estimation. 
Fine tuning of some parameters in the original algorithm result in an efficient and more robust 
algorithm [4]. 

The signal captured by the sensor from a biometric identifier depends upon both the intrinsic 
biometric identifier characteristic as well as the way the biometric identifier was presented. 
Thus, an acquired biometric signal is a nondeterministic composition of a physical biometric 
trait, the user characteristic behavior, and the user interaction facilitated by the acquisition 
interface. For example, the three-dimensional (3-D) shape of the finger gets mapped onto the 
two-dimensional (2-D) surface of the sensor surface [5]. As the finger is not a rigid object and 
since the process of projecting the finger surface onto the sensor surface is not precisely 
controlled, different impressions of a finger are related to each other by various 
transformations. Further, each impression of a finger may possibly depict a different portion of 
its surface. In case of face acquisition, different acquisitions may represent Different poses of 
the face. Hand geometry measurements may be based on different projections of hand on a 
planar surface. Different iris/retina acquisitions may correspond to different no frontal 
projections of iris/retina on to the image planes. Face recognition presents a challenging 
problem in the field of image analysis and computer vision, and as such has received a great 
deal of attention over the last few years because of its many applications in various domains. 
In [6] face recognition techniques can be broadly divided into three categories based on the 
face data acquisition methodology: methods that operate on intensity images; those that deal 
with video sequences; and those that require other sensory data such as 3Dinformation or 
infra-red imagery. In this paper, an overview of some of the well- known methods in each of 
these categories is provided and some of the benefits and drawbacks of the schemes mentioned 
therein are examined. Furthermore, a discussion outlining the incentive for using face 
recognition, the applications of this technology, and some of the difficulties plaguing current 
systems with regard to this task has also been provided. This paper also mentions some of the 
most recent algorithms developed for this purpose and attempts to give an idea of the state of 
the art of face recognition technology. 

III. PROPOSED METHOD 
A. Dataflow 
In the data flow is to describe the In RGB Images there exist three indexed images. First 

image contains all the red portion of the image, second green and third contains the blue 
portion. So for a 640 x 480 sized image the matrix will be 640 x 480 x 3. An alternate method 
of colored image representation is Indexed Image. It actually exist of two matrices namely 
image matrix and map matrix. Each color in the image is given an index number and in image 
matrix each color is represented as an index number. Map matrix contains the database of 
which index number belongs to which color [7]. 

 
B. Systolic Pea and D diastolic Peak 
Systole is the part of the cardiac cycle when the ventricles contract. It systolic peak measures 

the amount of pressure that blood exerts on arteries and vessels while the heart is beating. The 
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mammalian heart has 4 chambers: the left atrium, the left ventricle, the right atrium and the 
right ventricle. When the smaller, upper atria chambers contract in late diastole, they send 
blood down to the larger, lower ventricle chambers. When the lower chambers are filled and 
the valves to the atria are closed, the ventricles undergo is volumetric contraction (contraction 
of the ventricles while all valves are closed), marking the first stage of systole [8]. The second 
phase of systole sends blood from the left ventricle to the aorta and body extremities and from 
the right ventricle to the lungs. Thus, the atria and ventricles contract in alternating sequence. 
The left and right atria feed blood, at the same time, into the ventricles. Then, the left and right 
ventricles contract simultaneously as well. Cardiac systole is the contraction of the cardiac 
muscle in response to an electrochemical stimulus to the heart's cells (cardiomyocytes). The 
cardiac output (CO) is the volume of Blood pumped by the left ventricle in one minute. The 
ejection fraction (EF) is the volume of blood pumped divided by the total volume of blood in 
the left ventricle [9]. Diastole is the part of the cardiac cycle when the heart refills with blood 
following systole (contraction). Ventricular diastole is the period during which the ventricles 
are filling and relaxing, while a trial diastole is the period during which the atria are relaxing. 
Diastole means dilation and it is closely related to the phenomenon of recoil within ballistics. 
The diastolic pressure is specifically the minimum arterial pressure during relaxation and 
dilatation of the ventricles of the heart when the ventricles fill with blood. In a blood pressure 
reading, the diastolic pressure is typically the second number recorded. For example, with a 
blood pressure of 120/80 ("120 over 80"), the diastolic pressure is 80. By "80" is meant 80 mm 
Hg(millimeters of mercury).A diastolic murmur is a heart murmur heard during diastole, the 
time the heart relaxes. "Diastolic" came from the Greek diastole meaning "a drawing apart." 
The term has been in use since the 16th century to denote the period of relaxation of the heart 
muscle [10]. During ventricular diastole, the pressure in the (left and right) ventricles drops 
from the peak that it reaches in systole. 

C. Stiffness Index 
Arterial stiffness occurs as a consequence of biological aging and arteriosclerosis. Increased 

arterial stiffness is associated with an increased risk of cardiovascular events such as 
myocardial infarction and stroke, the two leading causes of death Cardio vascular 
disease will also be the leading killer in the developing world and represents a major 
global health problem. Several degenerative changes that occur with age in the walls of 
large elastic arteries are thought to contribute to increased stiffening over time, including 
the mechanical fraying of lamellar elastic structures within the wall due to repeated 
cycles of mechanical stress; changes in the kind and increases in content of arterial 
collagen proteins, partially as a compensatory mechanism against the loss of arteriale 
lastin and partially due to fibrosis. An increase in arterial stiffness also increases the load 
on the heart, since it has to perform more work to maintain the stroke volume [11]. 

D. Augmentation Index 
The augmentation index is a ratio calculated from the blood pressure waveform, it is a 

measure of wave reflection and arterial stiffness. Augmentation index is commonly 
accepted as a measure of the enhancement (augmentation)of central aortic pressure by a 
reflected pulse wave [12]. 

E. Relaxation Index 
Strain relaxation index (SRI) is introduced to assess diastolic function by CMR, using 

myocardial deformation during LV relaxation. We investigate how SRI relates to 
standard diastolic parameters by echocardiography (echo). Weal so relate SRI to mass to 
volume ratio (MVR) by CMR, which is seen to increase in diastolic dysfunction. SRI 
accounts for both very early myocardial relaxation and tissue compliance.SRI was 
calculated as the difference between post-systolic and systolic times of the strain peaks 

(Indicator of myocardial relaxation), divided by the early diastolic strain rate peak (measure 
of tissue compliance)[14]. It was normalized by the total relaxation time, calculated as 
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the difference between the RR interval and the systolic interval. CMR LV mass and end-
diastolic volumes were assessed by the Simpson method. Tissue Doppler echo assessed 
lateral and septal diastolic tissue velocity echo pulse-wave Doppler E peak was divided 
by the average of septal and late waves [15]. 

 
iv. Result and Discussion 
 

 
 
Fig.1: Result of training dataset 
In this proposed work, its first work contribution extracts an estimate of the maternal ECG 

by processing the abdominal signal through a smoothing Butterworth filter. The 
estimated maternal ECG is then nonlinearly aligned with the abdominal signal using 
polynomial networks to extract the fetal ECG signal results on synthetic. The real 
abdominal ECG data show that the proposed method can extract fetal ECG with signal 
quality comparable or better than that extracted by multichannel based methods. This 
method is used to medical earlier diagnosed system of CVD. 

This work totally relies on data collected from the clinics. The results obtained are simulated 
in Mat lab environment. Future the work is to be extended by evaluating and 
determining the research in real time environment. 
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ABSTRACT 
Health care industry is one of the industries with most informatics [2] and initiation of 
Information Technology in medical field resulted in the generation of large volume of data. 
Number of techniques and algorithms involves in the Data Mining (DM) can be applied for the 
extraction of required patterns from the data. These extracted patterns contain the knowledge 
of particular disease or treatment in medical field. The medical database contains data such as 

detail, physician diagnosis reports and monitoring information which are critical 
information to save lives [4].Medical decision support system was designed to reduce 
treatment procedural errors and costs and to identify chronical diseases from past data. The 
medical decision support system can be a useful tool for decision making in medical problems. 
Heart disease is not an emerging problem anymore. It has already emerged as a major cause of 
death in even rural areas. Data mining application can be used for predicting severity of CVD 
with an increased accuracy. This work aims for predicting the risk of CVD by using Data 
mining techniques like Intelligent Quick Reduct Particle Swarm Optimization algorithm, 
Artificial Neural Network and Fuzzy Logic. 
 
KEYWORDS: Data Mining, CVD, Artificial Neural Network, Fuzzy Logic 
 
INTRODUCTION: 

Most of the existing techniques have some flaws in predicting the risk of CVD. Some of the 
existing hybrid mechanisms are applied for either risk classification or risk prediction. None of 
techniques could be applied for both the risk classification and prediction as a single 
mechanism. Data Mining (DM) [7, 8] classification techniques like Decision Tree, Naïve 
Bayes, Neural Network, Apriori Algorithm and MAFIA Algorithm[9] are used for Heart 
Disease prediction. Genetic Algorithm (GA) is applied for feature reduction, where GA 
reduces the attributes (tests) numbers from 13 to 6. Decision Tree has out grown Naïve Bayes 
and Classification via Clustering with 99.2%. A new methodology of combining Rough Set 
Theory with Bee Colony Optimization is proposed for feature selection [10]. This hybrid 
method is applied in the medical dataset and obtained minimal Reduct set. This method is 
compared with Quick Reduct, Entropy based Reduct and hybrid method which combines 
Genetic Algorithm, Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO) and 
Rough Set. 

The solutions provided by Quick Reduct and Entropy based Reduct was close to minimal 
Reduct set but not an optimal. The Gen RSAR, Ant RSAR and PSO-RSAR are performing 
healthy but lack of constancy in the result. This is because these algorithms handled with 
random parameters. Bee-RSAR shows constant and better performance on medical data set. 
An automatic HD diagnosis system was designed using MATLAB [11], which is developed as 
two different systems. The first system is developed using MLP and the second system is 
based on ANRAS. Both the systems consist of training and testing modules. Neuro-Fuzzy 
system achieved with 100% and 90.74% of accuracy in training and testing modules 
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respectively. AN Nachievedan accuracy of 80.74% and 75.93% in training and testing 
modules respectively. 

A Neuro-Fuzzy System is constructed with eight input fields and one output field to predict 
the heart disease. It classifies the severity / risk level into four classes such as low, mild, 
severe and very severe. The system is designed to use by the patients themselves without 
much expertise in the field. Another Neuro-Fuzzy System is constructed with eight input 
fields. The performance of the model is calculated based on Mean Squared Error (MSE). 
Back propagation learning algorithm and least square are combined to develop the 
system. The accuracy obtained is 90%. 

I. OBJECTIVESOFTHEPROPOSEDWORK: 
The emphasis of this research is to scrutinize is similar methodologies in Data Mining to 

develop a hybrid model to envisage the menace level of CardioVascular Disease. The 
core concepts of techniques like PSO, Rough Set Theory and Associate Rule are 
combined together to produce a new technique which could rather use to predict the risk 
level and also can be suggested as a tool for the medical practitioners. To accomplish 
this main intention of this cram, the following modalities are carried out. 
 To propose an Efficient Approach for the purpose of Feature Reduction. 
 To train the Neural Network by using Back Propagation Learning Algorithm to 

classify the reduced data set. 
 Predicting the risk severity using Associate Rule Generation. 

II. METHODOLOGY: 
The proposed Methodology combines the core concepts of Swarm Intelligence and Rough 

set in Pre-processing. The Algorithm which combines the concept of Swarm Intelligence 
with Rough set is named as Efficient Quick Reduct Particle Swarm Optimization 
(EQRPSO) Algorithm. The algorithm is developed to get the optimal Reduct data set. 
The Artificial Neural Network is to classify as healthy and heart disease patients. Neural 
Network architecture used in this work is Multi-Layered Perceptron (MLP) trained with 
Back Propagation Learning Algorithm. Associate Rule is employed to classify the 
output as low, mild and severe based on the risk level of Cardiac disease. Rule Associate 
System (RAS) is constructed by implying the new set of framed rules to categorize the 
risk level.Atotalof63 rules are framed for the RAS. The final output of the system is the 
risk level of the cardiac disease. 

The methodologies proposed in this work to predict the risk level of the CV Dare divided 
into four different contributions. These contributions are explained in the following sub 
sections: 

 
A. Contribution I: Feature Reduction by using Enhanced Quick Reduct Particle Swarm 

Optimization (EQRPSO) Algorithm 
To avoid incomprehensibility and to amplify the processing rate with predictive exactitude, 

a good feature selection mechanism is needed. It is needed to minimize the 
classificationerrorandattributes.ThereisnumerousnumbersofFeatureSelectionAlgorithms 
available for this purpose. 

 
The major errand is to find an algorithm for producing Reduct set which does not influence 

the classification accuracy, since the algorithm with less classification accuracy will 
hamper the final outcome. To obtain significantly improved accuracy, a new novel 
algorithm which comprises the features of PSO and QR is proposed. The proposed 
algorithm brings out the best features (Reduct) from the given data set. 

1. The Enhanced Quick Reduct Particle Swarm Optimization (EQRPSO) Algorithm 
The existing Particle Swarm Optimization (PSO) and Quick Reduct (QR) algorithm are 

combined to develop the EQRPSO Algorithm. The process of producing the optimal 
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data set by the EQRPSO algorithm is as follows: At the preliminary level, the 
Conditional and Decision Features(C, D), the Swarm Size (S), Cognitive and Social 

) are initialized. The value 
for c1 and c2 are initialized and set as 2.0. This is because if the value of c1 and c2 is 
low, it will roam far from the target region. If the value is high, there will be a sudden 
movement of particles towards the target. The random values of r1 and r2 lie among 0 
and 1. The random values are set to be 0.2. Usually, the inertia value too fabrication 
between 0 and 1. If the inertia value is high, the particles will have high examination 
capacity. If the inertia value is low, the particles will have high exploitation capacity. 
The inertia is initialized to 0.33 to have strong exploitation capability. The swarm size is 
fixed to be 20.

After initializing the swarm size S, the data set is set to be a null or empty dataset R The 
blank data set R is then stored in T. After storing the empty data set in T, the

x CR). The Data Fitness Value (DFV) is calculated with the Griewangk function. This is 
because the Griewangk function has wide spread local minima. The DFV is compared 
with best of the particle (Pbest). If DFV is better than Pbest, then the Pbest is set with 
current value of DFV. Then the particle with best fitness value is chosen by comparing 
Pbest, which is referred as the Global Best (Gbest). Then the classification accuracy of 
the particle is compared with the Decision Feature. If the accuracy of the feature has 
worth greater than the Decision Feature, then the feature is stored in T and passed to 
empty set R. Now, the R has a feature with higher classification accuracy.

This process is repeated until the classification accuracy of the Reduct set R based on 
decision feature D is equal to classification accuracy of conditional feature based on D. 
The end output is the optimal Reduct dataset. It is observed that the proposed EQRPSO 
Algorithm has reduced the number of attributes from 14 to 5.

Table1: List of attributes obtained

PSO QR EQRPSO
Cp Cp Cp
Exang Exang Exang
Slope Slope Slope
Ca Ca Ca
Thal Thal Thal
Restecg Chol

Thalach
Oldpeak

B. Contribution II: Classification by using MLP Neural Network
Organizing the data into categories is the main work of classification. In this work, the heart 

disease data is categorized in to healthy and unhealthy (heart disease) people. The 
Reduct set obtained by applying proposed EQRPSO algorithm is subjected to the 
classification. The reduced set obtained contains 5 attributes achieved from 13 attributes 
and the quality of Reduct set is determined based on the achieved classification 
accuracy. To find out the accuracy level, the training and testing of MLP Network is 
carried out using dataset before and after applying Feature Reduction. The obtained 
output 1 or 0 determines whether to continue further processing with rule mining model 
or to stop.

The Network is constructed with 5 input layers and one output layer, since obtained Reduct 
set contains 5 attributes. The 3, 5 and 10 neurons in hidden layers spectacle some 
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auspicious on sequences than the other number of neurons. Depending on the intricacy 
of the problems, 10 hidden neurons is determined for constructing the network. Copious 
algorithms are available to train the neural network model. Bayesian Regulation back 
propagation algorithm (br), Gradient descent with Polak Ribiere updates (cgp), 
Gradient descent back propagation algorithm (gd), Gradient descent with adaptive linear 
back propagation (gda), Levenberg-Marquardt back propagation algorithm (lm), RPROP 
back propagation algorithm (rp) and scaled conjugate gradient back propagation 
algorithm (scg) are considered to train the Network. Two algorithms are chosen based 
on the regression values, which indicates the accuracy level, obtained by employing 
these algorithms. The selected algorithm, Bayesian regulation algorithm gives a 
Regression value of0.87 in 27 seconds and Levenberg-Marquardt algorithm gives a 
Regression value of0.71 in 3 secs. 

 
The Levenberg Marquardt Algorithm is chosen, as it achieves higher regression value, for 

further exploration. The parameters like Performance, Kappa Statistic, Mean Squared 
Error (MSE), Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Relative 
Absolute Error (RAE), Root Relative Absolute Error (RRAE), True Positive Rate 
(TPR), False Positive Rate (FPR), Precision, Recall, Confusion Matrix and Receiver 
Operating Characteristic (ROC) Curve are taken for validating the results obtained. 
Mean Squared Error is the average squared variation between output sand targets. Lower 
values are better. Zero means no error. Regression R values calculate the correlation 
between outputs and targets. R value 1indicates close relationship and 0 indicates 
random relationship. The ROC Curve is plotted by taking the true positive rate next to 
the false positive rate. The ROC area which is nearer to the value of 0.80 to 0.90 shows 
the results obtained is good. The architecture chosen for classification is Multilayer 
Perceptron Network set with 10hidden neurons and trained using the Leven berg- 
Marquardt algorithm. 

The wisdom rate is set as 0.3 and momentum is 0.2. The data set is subjected to10 fold cross 
validation. The cross validation technique is used to estimate the performance of a 
prognostic model. In the 10 fold cross validation, the data sets are separated into 10 sets 
in which 9 data sets are used for training and 1 is used for testing. The values obtained 
after implementing the algorithms are depicted in Table 2. 
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Table2: Values obtained after implementing the algorithms 
 
 

 Original 
data set 

PSO QR EQRPS
O 

Correctly classified instance 70.2 79 78 80 
Kappa statistic 0.34 0.54 0.56 0.61 
MAE 0.31 0.22 0.22 0.22 
RMSE 0.43 0.40 0.38 0.38 
RAE 65.03 45.9 46 45 
RRAE 88.44 84 77 77.9 
TPR 0.65 0.77 0.78 0.79 
FPR 0.30 0.2 0.21 0.2 
Precision 0.68 0..77 0.78 0.8 
Recall 0.71 0.78 0.79 0.8 
ROCArea 0.74 0.83 0.84 0.85 

 
It is observed from the Table 3 that the increased accuracy level is achieved on the optimal data 

set obtained by applying EQRPSO algorithm. Accuracy level obtained from EQRPSO is 
80.19% which is higher than the PSO and QR algorithms. Also obtained higher kappa 
statistic value. While comparing with other measures like MAE, RMSE, RAE, RRAE, TPR, 
FPR, Precision, Recall and ROC Area, the optimal Reduct data set obtained through 
EQRPSO algorithms how promising results. On the overall comparison, it is obvious that 
the proposed algorithm performs well in Feature reduction without disturbing the 
Classification Accuracy. The proposed algorithm yields higher prediction accuracy. The 
comparison of classification accuracy is shown in Figure 1. 

 
 

 
Fig1: Comparison of Classification Accuracy 

 
C. Contribution III: Rule Generation System for prediction of Disease Severity Level 

Classifying the patients as diseased and non-diseased is done by using MLP network. Fuzzy 
Logic is applied for predicting the severity level of heart disease patients. The degenerated 
value obtained through centroid method is compared with original output. The Table 3 
shows the comparison of each value obtained. In each case, it is observed that there is no 
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much difference in the obtained output which encourages the use of Associate Rule in 
severitydiagnosis.Theaccuracyofseveritypredictionusingassociateruleisincreased, which is 
upto 98.56%. MLP network provides an accuracy of 80.12% in classification. The 
application of Rule Generation drastically increases the prediction accuracy. 

The Table 3 compares the original output with the result obtained from the system and 
mathematical calculation. It is observed that there is no much variation in the outputs when 
compared, which justifies the use of the proposed RAS with Rule base for predicting the 
severity of the disease. The calculation shows the performance of MLP over the proposed 
RAS with 63 rules framed. RAS application in predicting the disease severity level 
increases the accuracy from 80 to 98.56%. 

 
Table3: Comparing of the output values 
 

Original Output Manual calculation System Output 
1 1.31 1.3 
1 1.53 2 
1 1.3 1.3 
1 1.37 1.4 
1 1.24 1.4 
1 1.12 1.4 
1 1.4 1.4 
1 1.0 1.4 
1 1.0 1.4 
1 1.2 2 
2 2.11 2 
2 2.13 2 
2 2.42 2 
2 2 2 
2 2 2 
2 2.42 1.9 
2 2 2.1 
2 2.31 2 
2 2.1 2 
2 2 2 
3 3.11 2.5 
3 3.18 2.5 
3 2.29 2.6 
3 2.68 2.6 
3 3.11 2.77 

 
The Table 3 compares the original output with the result obtained from the system and 

mathematical calculation. It is observed that there is no much variation in the outputs when 
compared, which justifies the use of the proposed RAS with Rule base for predicting the 
severity of the disease. The calculation shows the performance of MLP over the proposed 
RAS with 63 rules framed. RAS application in predicting the disease severity level 
increases the accuracy from 80 to 98.56%. 
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III. CONCLUSION 
From the results obtained, it is concluded that the proposed Model could be used as a better 

diagnostic tool for predicting the severity level of Cardio Vascular Disease. The total 
number of attributes taken to predict the risk is reduced to 5, which is an optimal Reduct set. 
The optimal Reduct set increases the performance of the Network. The network is 
constructed with 5 input layer and one output layer. The achieved prediction accuracy is up 
to 98.47% which is higher than the existing Hybrid Genetic Fuzzy Model. The overall 
results obtained show that this could be used as a better diagnostic tool in heart disease 
severity prediction and even other similar applications in Medical Field. 
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Abstract: Cloud computing has gained popularity over the years, some organizations are using 
some form of cloud computing to enhance their business operations while reducing infrastructure 
costs and gaining more agility by deploying application sand making changes to applications 
easily. Cloud computing systems just like any other computer system are prone to failure, these 
failures are due to the distributed and complex nature of the cloud computing platforms. Cloud 
computing systems need to be built for failure to ensure that they continue operating even if the 
cloud system has an error. The errors should be masked from the cloud users to ensure that users 
continue accessing he cloud services and this intern leads to cloud consumers gaining confidence 
in the availability and reliability of cloud services. In this paper, we propose the use of N-doula 
irredundant crypto design and implement failure-free clouds. 
Keywords: 
Cloud Computing, Cloud Consumer, Failure Free, N-Modular Redundancy 
 
1. Introduction 

Cloud computing is an emerging method of computing that is prone to many challenges due to the 
nature of its complexity. It is therefore important to understand that cloud systems just like any 
other complex computing system, will contain flaws and experience failures. This does not mean 
that cloud systems should be disqualified from performing important work, but it does mean that 
techniques for detecting failures, isolating the failures and understanding the consequences of the 
failures, and remediating the failures, should be employed and should be a central issue for 
researchers to understand before the wide-scale adoption of cloud computing systems [1]. 
Cloud Computing systems are distributed systems. [2] States that a key feature of distributed 
systems is that they should mask failures and continue operating if some aspect of the system 
fails. An important goal of distributed systems design is to design systems that can automatically 
recover from partial failures without seriously affecting the overall performance of a system. A 
system should continue to operate even in the event of a failure while the failure is being fixed 
[2]. 
 
2. The Concept of Dependability 

According to [2] being fault-tolerant or failure-free is strongly related to being dependable. 
Dependability is a term that covers several useful properties for distributed systems. [2] Further 
define these properties as: 

 Availability: This is the probability that a system is operating correctly at any given point 
in time. 

 Reliability: This refers to the property of a system being able to run continuously without 
failure. 

 Safety: This refers to the situation when a system temporarily fails to operate correctly 
without catastrophic consequences. 

 Maintainability: Thisreferstohoweasilyafailedsystemcanberepairedandbrought back to a 
state of operating correctly. 
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oid service 
 

Dependable cloud systems should deliver the correct services. Correct service is delivered when 
the service implements the system function it was designed for [6]. Service failures occur when a 
system transitions from correct service to incorrect service. 
Many means have been developed to ensure that dependability in computer systems is attained. 
These means can be grouped into four categories [6]: 

 FaultPrevention: Thisinvolvesthemeanstopreventtheoccurrenceoffailures. 
 FaultTolerance: Thisinvolvesthemeanstoavoidservicefailuresinthepresenceof faults. 
 Fault Removal: This involves the mean stored cue the impact off adults. 
 Fault Forecasting: Involves the means to estimate the present and future fault incidents 

and the likely consequences of the faults. 
 
3. Systems Failures 

any event that 
occurs in a system which impacts the normal operation of the system. A fault is the fundamental 
impairment of the normal system operation, faults cause errors
order for a system to continue operating during failures, fault tolerance techniques need to be 
implemented.  
Figure1. Adapted from [8] 
 

There are four kinds of system faults, each fault is briefly described below [7]: 
 Transient faults: occur as a result of some temporary condition affecting the system. In 

cloud computing, is includes conditions such as network connectivity failures and service 
unavailability. Transient faults disappear as soon as they are rectified. Transient faults can 
also be resolved by restarting system components. 

 Intermittent faults: occur randomly at irregular intervals and they normally resemble 
malfunctioning of a system, hardware device, or component. Intermittent faults are 
extremely difficult to diagnose and resolve permanently. An example could be a hard disk 
that stops functioning as a result of temperature fluctuations but it returns to normal at 
some stage. 

 Permanent faults: These faults continue to exist until the root cause of the fault is found 
and resolved. These faults normal occur as result of a complete malfunction of a system 
component, and it is normally straightforward to diagnose permanent faults. 

 Byzantine faults: These faults are the hardest to detect. With Byzantine Faults, a system 
component might behave illogically and provide incorrect results to the client. This can be 
a result of a corrupted internal state of a system, data corruption, or incorrect network 
routes. They are extremely hard and expensive to handle. 

 
4. Building Failure-Free Cloud Systems 

The previous sections have introduced the basic concepts of dependability and the need for 
dependable cloud systems. This section will delve deeper and look at two main approaches that 
are used to build failure-free cloud systems .Understanding failure in cloud systems helps cloud 
service providers and cloud system developers build cloud systems that are resilient and able to 
continue even if there is a failure. Building cloud systems for failure involves using fault 
tolerance techniques to ensure that cloud systems continue operating evening the event of a 
failure. [9] Theorisesthat fault to leranceensures more availability and reliability of cloud services 
during application execution. 
Fault tolerance approaches are necessary as they aid in detecting and handling faults in cloud 
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systems that may occur either due to hardware failure or software faults [8]. Fault tolerance is 
especially crucial in cloud platforms as it gives assurance regarding the performance, reliability, 
and availability of cloud applications and services.  
There are two common approaches used to build resilient cloud systems. The first approach is the 
reactive approach. With this approach, the influence of the failure on the cloud system is 
decreased after the fault or failure has occurred [8].  

 Replication: Replication involves sharing information between redundant components to 
ensure consistency. The redundant components could be hardware or systems. The main 
aim of replication is to ensure that cloud systems are robust, available, and reliable [7].  

 Retry: With the retry approach, a task or request is constantly executed until it is processed 
[8]. This approach is suitable for transient failures. Retry is the simplest of all fault 
tolerance mechanisms [13]. It is simple because the cloud user resubmits the request until it 
is executed on the same cloud resource. The retry approach works by simply retrying a 
failed request on the same resource multiple times [7]. 

 Job Migration: This technique involves migrating tasks that have failed to execute on a 
specific physical resource because of component failure onto a different physical resource 
[8]. 

 Task Resubmission: With task resubmission, a failed task is detected and resubmitted to 
the same or different cloud resource for execution [7]. Task resubmission and replication 
techniques are widely used techniques in distributed systems for fault tolerance.  

 Rescue Workflow: Rescue workflow techniques are aimed at solving fault tolerance for 
workflow-based systems. The workflow is allowed to continue even if the task fails until it 
becomes impossible to continue without attending to the failed task [7]. 

 SGuard: SGaurd is based on rollback recovery. The use of the check pointing technique 
for fault tolerance is expensive, SGuard improves efficiency by best utilization of resources 
through new file systems like the GFS (Google File System and the HDFS (Hadoop 
Distribution File System)[14]. SGuard checkpoints the state of stream processing nodes 
periodically and restarts failed nodes from their most recent checkpoints.  

 Self Healing: This technique enables the cloud system to automatically detect, diagnose 
and repair software and hardware faults. Such systems are made up of multiple components 
that are deployed on multiple Virtual Machines [7]. Numerous instances of the same 
application run on various Virtual Machines, this ensures that the failure of the 
application's instances are handled automatically. This method permits the cloud system to 
recognize and heal from problems occurring, without depending on the administrator [8]. 

 Software Rejuvenation: This method is designed for period icrestarts [7]. In this 
approach, the system undergoes periodic reboots and begins from a new state every time 
[8]. 

 Preemptive Migration: This technique prevents the system components that are about to 
fail from impacting the performance of the system [7]. This is achieved through monitoring 
and by moving components away from nodes that are about to fail and run them on more 
stable nodes. This method uses a feedback loop to constantly monitor and analyze 
applications for failure [8]. 

 Load Balancing: This approach is used to balance the load of memory and CPU when it 
exceeds a certain limit. The load of exceeded CPU is transferred to some other CPU that 
does not exceed its maximum limit [8]. Load balancing is not limited to just CPU and 
memory, load balancing fault tolerance techniques can be implemented via hardware, 
software, and networks[16].  

5. Related Work 
The previous sections introduced the concepts of dependability and fault- tolerances a means to 
build failure-free clouds. This section will look at what other researchers have written or done 
concerning the subject of fault-free cloud computing architectures. 
In [5] Fault Tolerance Policies (Reactive and Proactive Policies) are suggested as a means of 
building failure-free clouds. The policies in [5] can be applied to hardware and software. These 
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techniques are quite complex to implement and might introduce points of failure in a cloud 
system due to the nature of their complexity. 
In [18] the use of an Artificial Neural Network for fault detection and a heartbeat detection 
strategy is proposed. This is rather complex and might need specialized skills to manage. This 
complexity in itself makes it difficult to manage this implementation. [22] Define a heart be at as 
a cluster management software that enables a cluster infrastructure to identify its hosts, active and 
inactive, by periodic message exchanges. 
In [19] a hybrid cloud using open source software to implement fault tolerance is proposed. [21] 
Used an architectural approach to effectively represent and analyse fault-tolerant software 
systems. This solution relies on exception handling to tolerate faults associated with component 
and connector failures, architectural mismatches, and configuration faults. The approach by [21]is 
more focused on software systems. 
Antifragility is a technique proposed by [24], the proposal by [24] suggests the use of failure 
induction techniques which are comprised of monitoring and learning mechanisms. Antifragility 
is a phenomenon that proposes that systems can be strengthen when they are exposed to aberrant 
conditions in their operating environment. This technique is not very different from chaos 
engineering which proposes the experimental injection of faults into systems in production so as 
to observe the behavior of the system and come up with resilient solutions that enable the system 
to operate under aberrant conditions [25]. Through exposure to shocks and knocks the system is 
able to adjust and adapt to these conditions [24]. 
 
6. N-Modular Redundancy 

The previous section looked at some of the research that has been done in terms of fault tolerant 
computing. These techniques are rather complex and bring in overheads in terms of processing 
and the cost of the infrastructure and daily operation. This section will focus on redundancy as a 
solution for providing failure free clouds. Redundancy implementation topologies are discussed. 
Cloud computing is distributed in nature and this in itself brings in complexity. We propose the 
use of N-Modular redundancy especially for hardware redundancy. 
 
Redundancy may be applied to hardware, information, and software that governs the operations of 
a cloud system. Various configurations of redundant system design may be used based on the 
cost, performance, associated risk, and management complexity. These configurations take 
various forms, such as N, N+1, N+2, 2N, 2N+1, 2N+2, 3N/2. These multiple levels of redundancy 
topologies are described as N-Modular Redundancy [23]. 
7. Architectural Diagrams 

The above sections have mostly given descriptions of the N Modular reduancy architectures. In 
this section, we present the architectural diagrams of some of the N Modular redundancy 
architectures as a way of qualifying the concepts described above. In this section, we present the 
architecture when N=1, N+1 and 2N+1 
When N=1, the failure of the Virtual Machine (VM1) will mean that the cloud system will not be 
accessible. Users will not be able to perform many computing functions on the stem until VM1 is 
restored. 
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Figure2.N=1, adapted from [26][27]  Figure3.N+1, adapted from[26][27] In the figure above, 
theN+1architectureis shown. In this architecture, VM2 can either believe or on standby. When 
both virtual machines are live, the load is shared between the two virtual machines. Data is 
replicated between VM1 and VM2 so that if VM1 has a problem, the load can 
betransferredtoVM2 and users will continue operating without noticinga significant shift in the 
performance of the cloud system. 
 

Figure4.2N+1, adapted from [26][27] 
 
 
In the architecture shown above, VM1, VM2 and VM3 are all connected, data is replicated 
amongst the virtual machines. The load can be shared amongst the three virtual machines to 
improve the performance of the virtual machine. VM1 and VM2 can be in production whileVM3 
is on standby, VM3 will move into live status if there is a problem with VM1 or VM2 and in 
some cases VM1 and VM2 can have a problem at the same time. In such a scenario VM3 will be 
live while errors on VM1 and VM2 are resolved. 
8. Conclusion 

In this paper we introduced the concept of dependability in computer systems and proceeded by 
explaining the failures that affect computer systems and the methods that can be used to build 
failure free clouds. We propose the use N-Modular redundancy topologies when designing and 
implementing failure free clouds. We also state that the topology chosen depends on the level of 
availability or dependability that should be gained from the cloud system. We further show 
examples of the architectural diagrams as proof of concept. 
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